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Abstract. The series of sequences of real numbers (f(r))rcq, are consid-
ered, where Q;,z > 1, are some finite sets of rational numbers. Using the
Weyl’s criterion the conditions for the uniform distribution modulo 1 are
derived.

1. Introduction

The theory of uniform distribution modulo 1 is rich in results of different
kind: examples of specific sequences, general conditions implying this phe-
nomenon, quantitative evaluations of discrepancies, metric theorems, etc.

The Weyl’s criterion is the main tool in the theory; originally it was proved
in [4], [5]; nowadays the criterion can be found in many works dedicated to the
subject; see, for example, [2].

We are interested in series of sequences of real numbers, generating the uni-
form distribution modulo 1. The sequences of these series will be interpreted as
sequences of values of functions, defined on some finite sets of rational numbers.

The sets of integers, positive integers, positive rational numbers, real num-
bers will be denoted by Z,N,@Q, R. The fractional part of the real number % is
denoted as usual by {t}; #A means the number of elements in the finite set A.
We shall use also the conventional notation < .
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Let f: Q@ — R be some function and Q,,z = 1,2..., a sequence of finite
subsets of rational numbers Q, C Q, such that #Q, — oo as z — oo. We
denote by (f(r))req, the finite sequence of values of f, obtained as r runs
over Q, in ascending order and write (f,Q,) for the whole series of sequences
corresponding to x = 1,2,....

Definition 1.1. We say, that the series of sequences (f,Q,) generate the
uniform distribution modulo 1, if for an arbitrary u € (0;1)

#{reQ. : {f(N}<u} ~u-#Q,, x— oco.

The Weyl’s criterion is usually applied for an infinite sequence of real num-
bers, but its proof is valid for the series of finite, but growing sequences, too.

Proposition 1.1. (Weyl’s criterion.) The series of sequences (f,Q,) generate
the uniform distribution modulo 1 if and only if for an arbitrary integer h # 0

#Q,! Z exp{2mihf(r)} -0, =z — oc.

reQq

We specify the sets Q, for the use in the sequel. Let I, = (a; 8:), where
0 < ay < By, be some system of intervals. We shall usually omit the index «
and write I = (ay; 8,) having the dependence on z in mind.
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Let us define

QiZ{%:n<x,(m,n)=1}mI.

It is known, that if (5, — ap) - @ — 00, then

(1'1) #leg ~ %(Bw - aw)an T — O0;

see, for example [3]. With this restriction we shall consider the conditions
which imply that (f, QL) generate the uniform distribution modulo 1.

Just for illustration we present the scatterplots of values of f(r) and {f(r)}
for f(m/n) = V2(m? —n? +mn) as r runs over Q,z = 100,71 = (0;1), and
graphs of corresponding distribution functions.

2. A metrical theorem

Consider the sequences of real numbers (f(m|o))m>1, depending on the
parameter 0 € R. The fact, that for every irrational number o the values of
f(mlo) = mo are uniformly distributed modulo 1, was established indepen-
dently by several authors (see, exhaustive references in [2]). The Weyl’s proof
in [5] is based on the evaluation of exponential sums.

For f(ml|o) = g(m)o to be uniformly distributed modulo 1 for almost all &
it is sufficient that for a real-valued function g(m) liminf,,2, |g(m)—g(n)| > 0,
(follows from the general theorem of Koksma in [1]; see, also [2]). This is true,
for example, if g : N — Z is injective.

We shall prove a metrical result for the series (f(-|o), QL).

Theorem 2.1. Let f(m/n|o) = P(m/n)o+ Q(m/n), where P(m/n) € Z, and
Q(m/n) € R. Let I = (ay; Bs),x = 1, be some system of intervals and let C(x)
be a function such that

mgx#{% cQl: P(%) = a} < C(z).

If the series
o~ C(2)
(2.1) ; (Ba: - am)xz

converges, then for almost all o the series of sequences (f(:|0),QL) generate
the uniform distribution modulo 1.
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Given f the condition (2.1) determines the lengths of intervals I. Obviously,
this condition is satisfied if C'(x)(log #)'* /x < B, —a, with an arbitrary § > 0.

Let us consider some examples. If a,b are coprime positive integers and
P(m/n) = a™b", then C(x) = 1 and we can take (8, — o, = p(z)/x, supposed
that the series Y o | 1/(p(z)x) converges.

If P(m/n) = p1(m)pz2(n), where p1,ps € Z[u] are polynomials of positive
degrees ki, ko, then

#{ZeQl:P(Z) =af < Z#{m pr(m) = d} - #{n : pa(n) = a/d}.

Because #{m : p1(m) = d}, #{n : p2(n) = a/d} do not exceed the degrees of
polynomials, then

#HZ el P(2) = af < (o)

where 7(a) is the number of distinct divisors of a. Because of |a| < z¥2(B,2)",
and 7(a) < a° for an arbitrary € > 0, we get with 6 > 0

#{% €QL: P(%) = a} < (z k1+k25k1)6/<k1+k2) < (@B’

If B, < 2 for some k > 0, we can take C(x) = x° with an arbitrary § > 0.

If P(m/n) = p(m,n), where p € Z[u,v] is a polynomial of positive degrees
both in u and v, then for fixed m (or n) the number of solutions to p(m,n) = a
does not exeed the degree of p and this way the bound C(z) < max(x, 8,x)
follows.

Proof of the Theorem 2.1. It is sufficient to show that

h,o exp{2mih(P(m/n)o + Q(m/n))} — 0, = — oo,
S(xlh,o) = #QI m/nZEQ,I p{2mih(P(m/n)o + Q(m/n))}
for all h € Z,h # 0 and almost all o € (0;1).

Consider

1 1 M2 mi Mo
|S(x|h,0)]* = m /z:g@I exp{thAp(n—l n—2)0+2mhAQ<— n—2)}7
m1/n1€Ql

my/no€Ql

where Ap (54, 32) = P(5) = P(52), Aa(Th, 32) = Q(%Y) — Q(52)-
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Integrating over o and taking notice of Ap (’%, %2) € Z we have

1

I(z,h) = /|S(a:|h,a)\2d0:

= (#51)2 Z Z exp{27rihAQ(TZ—117 7:—22)}

my/n1€QL my/ng€QL
Ap(my/nq,ma/na)=0

Now
C(z)
#QL

_ 1 m2 ol . mi may
T@.h) < #Q1)? /%:e@f #{ N € AP(m ’ nz) =0} <

Because C(z) > 1, (2.1) implies (8, — o) — 00, and the asymptotics (1.1) is
valid. We have then
C(z)

(ﬁw - (13;)332 ’

Fix now an arbitrary e > 0 and consider the set

Ay = {o € (0:1) : |S(alh,0)| > €}.

I(z,h) <

Let u stand for the Lebesgue measure. Then

2 < R S A
plAer) <1 h) € G g,

and due to (2.1)

%) - o) C(Z)
;N(Ae,x) <e 2; m < H00.

Hence, p(limsup, Ac ;) = 0, ie., for almost all ¢ € (0;1) |S(x|h,0)| < € as
x = xo(0). Because € > 0 is arbitrary, we conclude that for almost all o € (0;1)
and h € Z,h # 0, S(z|h,0) = 0 as x — oo.

The proof of the Theorem 2.1 is complete. |
3. The uniform distribution of P(n)mo + Q(n) modulo 1

In this section we prove an analogue of the theorem on the uniformity of
distribution of mo modulo 1 as ¢ is an irrational number. For a real number
& we denote the distance from ¢ to the nearest integer by [|€]|.
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Theorem 3.1. Let f(m/n|o) = P(n)mo + Q(n), where P(n) € Z,Q(n) € R.
Let o be an irrational number and I = (ay; ;) be some system of intervals.
Suppose #{n < x: P(n) = 0}/((Bz — ax)x) = 0,2 — o0, and let G, be two
non-decreasing functions such that

max{|P(n)|:n < q} < G(q), 1< |go|-q¥(q), q— oc.
If the lengths of intervals I = (a; B:) satisfy the condition

G(2)y(G(z)A(z)x)
(Bw - ax)x
where € € (0;1), and N(x) is an arbitrary non-decreasing function growing

unboundedly as x — oo, then the series of sequences (f(:|0), QL) generate the
uniform distribution modulo 1.

(3.1) min{G(z),(G(z)z)*, z} - log*z -

— 0, x— o0,

Let ¢ € (0;1) be an irrational number, consider the continued fraction
expansion o = [0;a1,as,...] with a, € Z positive integers. Let (gn)n>0 be
the increasing sequence of denominators of the convergents of o; we have then
Gn = GnQn—1 + qn—o for n > 2. It is known, that the convergents are the best
approximations to o, and for ¢,_1 < ¢ < g, we have ||qo| > ||gu_10] = q;;*.

Then ) )
q qn—1
qllgof| > — = = > .
|| || dn dn an, + %—2/%—1 (079 + 2

Hence, if in the range ¢,,—1 < ¢ < gy, we define ¥(q) = max{a,,+2:1 < m < n}
then gip(q)|lqo| > 1.

For badly approximable irrationals, i.e., for having the elements a,, in the
continued fraction expansion bounded, we can take ¥ (q) = 1. Because the
quadratic irrationals have the periodic expansions, they are badly approx-
imable. For the algebraic irrationals of larger degree it follows from the Roth’s
theorem, that ¢'*°||go| > 1 with an arbitrary § > 0; hence we can take

v(g) =
Corollary 3.1. Let f(m/n|o) = P(n)mo + Q(n), where P(n) € Z,Q(n) € R,
and let #{n : P(n) = 0} < 1. For an arbitrary irrational o there exists a
function p(x), such that if
ﬁz — Oy
p(@)
then (f(-|0), QL) generate the uniform distribution modulo 1.

— 00

)

If o is badly approximable and P(n) = [log"n|, we can take p(zx) =
= (log x)?*2/z; if P(n) is a polynomial of degree k, we can take p(z) = z*F*9
with an arbitrary § € (0;1).
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Proof of the Theorem 3.1. We have to show, that for all integers h # 0

S(zlh, o) = @ S exp{2mib(P(n)mo + Q(n)} = 0, - oo,

T m/neqQl

supposed that the conditions for I = («,; ;) are satisfied. We have

S(z|h, o) #@1 S Y exp{2rih(P(n)mo + Q(n))}.

n<z a,n<m<ﬁ,w
(m,n)=1

The total contribution to the sum of summands corresponding to the values
n, P(n) = 0, is o((B; — a)x?) as © — oo, and it can be neglected because of
#QL ~ (3/7%)(Bx — ap)2?, @ — oc. Hence, we suppose now, that P(n) # 0 for
all n. Rewrite the sum as

S(x|h,o) =
0l Zu Z exp{2mihQ(nd)} Z exp{2mihP(nd)mdo}.
z d<z nd<z azn<m< fByn

The inner sum consists of the terms of geometrical progression. If we define
m = [agn],m = [Byn], then
Z exp{2mihP(nd)mdo} =
azn<m<Bzn

_exp{2mihP(nd)mdo} — exp{QWZhP(nd)mdo}
N 1 — exp{2nihP(nd)do}

Using the elementary inequality

|exp{2miu} — 1] = |sin(mwu)| = sin(w||u|) = 2]u]|,
we get
3.2 S(x|h

Let G, be the set of different values of P(n)m < z. We have, obviously,
#G, < min(G(x), z). Then
1
e Y
IhP(nd)dal| — <= |lghdo]|

Now we estimate (3.2) as
(3.3)

S(zlh,0) < 2ol ZM DD ||ghda|| QI Z ZngthH

w d<z nd<z geG, w 9€G, d<z
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Consider the sum

(3.4) s(u) = s(ulg, h, o) = anh(di”

Note, that ||ghdo| > (|g|hdy(|g|hd)) ™" > (Ghuy(Ghu)) ™!, here and in what
follows we set G = G(x). We shall estimate s(u) using the simple identity

(3.5) lull = [loll] = min{fu — ol u+ o]},

which can easily verified for u,v € (0;1/2) and proved for arbitrary u, v using
the obvious relations || — u|| = ||ul] = ||1 — u]|.

Using this identity for the different integers dy,ds < u,u < z, we get
llghdro||~llghdao||| = min{||gh(di—da)a |, [lgh(di+d2)ol|} > (2Ghu(2Ghu)) ™

It follows from this inequality, that in the interval

[ i . 141 -
2Ghuyp(2Ghu)’ 2Ghuyp(2Ghu)l” =7 7

can lay at most one value ||ghdo||,d < u. Therefore

2Ghuy(2Ghu)
2T

1<i<u

s(u) < < Ghu(2Ghu) log u.

Integrating by parts we have

3 C”/ﬂ@l) < / () Ghp@6hs) 108 2.

Using this bound in (3.3) we arrive to

S(x|h,0) < zgz GY(2Ghx)zlog? x < #ai G*)(2Ghx)z log® .
Due to #QL ~ (3/72)22(B, — a,),x — 00, we get
5 GY(2Ghx) Gw(Gx)\(m))
S(x|h,0) < Glog” x - m<< Glog m

as « > xo(h). For to complete the proof we have to show that for an arbitrary
€ the bound
G (GaA(@))

(3.6) S(z|h, o) < min(z, (Gz)¢) - log® z - Bo — o)z
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is valid, too. Then the condition (3.1) will lead to S(z|h,0) — 0 as  — oc.
For this purpose we derive a different estimate for the sum in (3.2). For d < x
denote by ng4 the natural number satisfying the condition:

|hP(nqd)do|| = min{||hP(nd)do|| : nd < x}.
Then

S(z|h
(zlh. o) < o1 T d||hP ndd Ydo |

xd<

However, P(nqd)d, d < x, are not necessarily different. Let V' be the set of all
different values of |P(ngd)d|, d < z. Then

1 (d)
Z ||hUO’H dz d -’

“7 veV <z
|P(ngd)d|=v

S(x|h, o) <<

The number of occurences N, of the value v = |P(nqd)d| as d < « is bounded
by N, < min(z,7(v)), here 7 is the divisor function. Because of

7(v) = 7(P(nad)d) < 7(P(nad))7(d) < (Gx)°,
we have a uniform bound
N, < min(z, (Gz)?)

with 6 > 0 arbitrary. For each v find a smallest integer d < x with the property
|P(nqd)d| = v. Let D be the set of such d. Then

xmin(z, (Gx)?) 1*(d)
(3.7) S(xlh, o) < 4QI ; d||hP(nqd)do||’

Because |P(ngd)d| in the last sum are different, we can use the identity (3.5)
to derive the bound

[hP(na,di)diol|| = |hP(n4,d2)daoll| > (2hGY(2Gu)u)
for dy,ds € D,d; < dy < u. Consider the sum

s"(u) = s*(ulh, o) = d;m

de D

and estimate this function as s(u) defined in (3.4). We shall get
Z 2Ghuyp(2Ghu)
i

1<i<u

s (u) < < Ghuy(2Ghu) log u,
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and integrating by parts as before

Z ﬂ < Ghip(2Ghzx) log* x
“— d||hP(nqd)do| '

deD

Using this bound in (3.7) we derive (3.6). [ |
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