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Abstract. This paper examines the relation of the exponential dichotomy
and the stability concepts for systems of linear differential equations. We
are going to show some relationship between the studied concepts, more
precisely we are presenting how the stability of a linear non-autonomous
system is investigated with the help of the exponential dichotomy. Fur-
thermore we are going to show how the stable and unstable subspace of
an exponentially dichotomic system can be specified using the definition of
the exponential dichotomy.

1. Introduction

The asymptotic behaviour of the solutions and the stability of the equilib-
rium points is an important element in the investigation of systems of differen-
tial equations. As it is well known the equilibrium point ξ of the autonomous
system

(1.1) ẋ = f ◦ x

is asymptotically stable, provided the Jacobian f ′(ξ) is Hurwitz-stable, where
f ∈ C1(Ω,Rn) with a domain Ω ⊂ Rn and ξ ∈ Ω.

Key words and phrases: Exponential dichotomy, stability.
2010 Mathematics Subject Classification: 34D09, 34D20.

https://doi.org/10.71352/ac.47.211

https://doi.org/10.71352/ac.47.211


212 Sz. Császár and S. Kovács

Let us consider the non-autonomous system

(1.2) ẋ = Ax.

with coefficient matrix A ∈ C(R,Rn×n). If A is constant, then the stability of
the trivial equilibrium of system (1.2) or the system itself is determined by the
spectral properties of the coefficient matrix A (cf. [5]). Nevertheless, there is
some non-autonomous system, where we couldn’t determine the stability of the
system by looking at the eigenvalues of the coefficient matrix. This is the case
for example by the classical Markus–Yamabe system (cf. [6]) with coefficient
matrix

A(t) :=

[
−2 + 2 cos2(t) 1− sin(2t)
−1− sin(2t) −2 + 2 sin2(t)

]
(t ∈ R).

One checks that for all t ∈ R, A(t) admits −1 as an eigenvalue of algebraic
multiplicity 2. Indeed, the characteristic polynomial of A(t) with a fixed t ∈ R
has the form

z2 − Tr(A)z + det(A) = z2 + 2z + 1 = (z + 1)2 (z ∈ C).

It is not difficult to see that (1.2) has the unbounded solution

(1.3) ϕ(t) =

[
−et cos(t)
et sin(t)

]
(t ∈ R).

This solution and henceforth system (1.2) is not stable, because the stability of
a solution of a linear system implies its boundedness (in the positive half line).

Therefore another approach is needed for the investigation of the stability
of non-autonomous linear systems. The notion of the exponential dichotomy
offers a possibility to the generalization of the concept of the stability and
asymptotically stability.

Hereinafter in this paper we will consider the linear system

(1.4) ẋ = Ax,

where A ∈ C(R,Rn×n) with a fixed dimension n ∈ N . Let us denote the
fundamental matrix of system (1.4) by Φ, i.e. let Φ be a regular matrix solution
of (1.4). Thus, the entire solution ϕ of system (1.4) with an initial condition
x(τ) = ξ has the form

ϕ(t) = Λ(t, τ)ξ := Φ(t)Φ−1(τ)ξ (t ∈ J)

where Λ(·, τ) denotes the Cauchy matrix of (1.4). The paper is organized as
follows. In the next section after a brief introduction we define the concept
of the exponential dichotomy in the sense of Coppel (cf. [3]), then we shortly



Exponential dichotomy and stability 213

review some basic tools from exponential dichotomies. In Section 3 we show
what the connection is between the exponential dichotomy and the stability
of the linear system (1.4). In the last section of the paper we examine the
stable and unstable subspaces of system (1.4) when it possesses an exponential
dichotomy.

2. Exponential dichotomy

In order to prepare the concept of the exponential dichotomy we consider
a constant matrix A ∈ Rn×n and a function f ∈ C1(R,Rn) which form the
inhomogeneous and at the same time non-autonomous system

(2.1) ẋ = Ax+ f

defined on the whole real line. It can be easily shown that the following three
statements are equivalent:

(i) A is hyperbolic, i.e. A has no eigenvalues on the imaginary axis,

(ii) the homogeneous part of (2.1) has no nontrivial bounded solution on R,

(iii) there exists a projection P such that for each bounded f ∈ C(R,Rn) the
inhomogeneous system (2.1) has a unique solution ϕ that is bounded on
R and given by
(2.2)

ϕ(t) ≡
∞∫

−∞

K(t−s)f(s)ds ≡
t∫

−∞

eA(t−s)Pf(s)ds−
∞∫

t

eA(t−s)(I−P )f(s)ds,

where

(2.3) K(t− s) :=

{
exp((t− s)A)P (t ≥ s),

exp((t− s)A)(I − P ) (t < s).

Indeed,

• (i) equivalent to (ii), because with the help of the Jordan canonical form
of A

A = T−1

[
J− 0
0 J+

]
T =: T−1(A− +A+)T
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we can write

Φ(t) = T−1 exp(tA−) exp(tA+)T (t ∈ R),

where J−, resp. J+ are matrices having eigenvalues in the negative, resp.
in the positive half plane:

σ(J−) ⊂ C− := {z ∈ C : �(z) < 0},

resp.
σ(J+) ⊂ C+ := {z ∈ C : �(z) > 0}.

Hence every solution ϕ can be written as a sum of two functions,

ϕ = ϕ− + ϕ+,

such that

lim
t→+∞

‖ϕ+(t)‖ = +∞ and lim
t→−∞

‖ϕ−(t)‖ = +∞,

and these properties imply statement (ii). For the reverse direction, let
us assume indirectly that (ii) holds, but there is a λ ∈ σ(A) eigenvalue
such that �(λ) = 0, i.e. λ1,2 := ±αı are eigenvalues for some α ∈ R,
α �= 0. Similarly to the previous part of the proof we can decompose the
matrix A into the Jordan form

A = T−1

[
B 0

0 Ã

]
T,

where B ∈ R2×2, σ(B) = {±iα}. Every solution ϕ is a sum of two
functions, say ϕ = ϕB+ϕÃ, where ϕB is bounded on R, which contradicts
to statement (ii).

• Let us assume that (ii) holds. First, we are going to show that the function
ϕ defined in (2.2) is a solution of system (2.1):

ϕ̇(t) = Pf(t) +

t∫

−∞

AeA(t−s)Pf(s)ds+

+ (I − P )f(t)−
∞∫

t

AeA(t−s)(I − P )f(s)ds = Aϕ(t) + f(t).

Let
S := {λ ∈ σ(A) : �(λ) < 0}
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be the set of eigenvalues of matrix A in the open-left-half plane and let
P be the Riesz-projection for S, i.e.

(2.4) P :=
1

2πı

∫

γ

(zI −A)dz,

where γ is any rectifiable simple closed curve in the open left half-plane
containing in its interior all eigenvalues of A with negative real part. Then
due to the hyperbolicity of A we have

σ(A|M ) = S, σ(A|L) = σ(A) \ S(= {λ ∈ σ(A) : �(λ) > 0}),

where M = Im(P ) and L = Ker(P ) (cf. [7]), furthermore there exist
constants K1, K2 and α1, α2 > 0 such that

‖exp (t− s)AP‖ ≤ K1e
−α1(t−s) (t ≥ s),

‖exp((t− s)A)(I − P )‖ ≤ K2e
−α2(s−t) (s ≥ t).

With the above two inequalities we can show the boundedness of the
solution ϕ. Because for each t ∈ R the estimation

|ϕ(t)| ≤



∣∣∣∣∣∣

t∫

−∞

K1e
−α1(t−s)ds

∣∣∣∣∣∣
+

∣∣∣∣∣∣

∞∫

t

K2e
−α2(s−1)ds

∣∣∣∣∣∣


 · ‖f‖∞ =

=

(
K1

α1
+

K2

α2

)
‖f‖∞,

holds (cf. (2.2)), we have

‖ϕ‖∞ ≤
(
K1

α1
+

K2

α2

)
‖f‖∞.

Finally one can prove the uniqueness of ϕ by the superposition principle
from the uniqueness in (ii). Conversely if (iii) holds, we can get with
f ≡ 0 (or by the superposition principle) that statement (iii) also holds.

The concept of the exponential dichotomy generalizes the third property
for non-autonomous systems. In this paper we will use the definition from
Coppel’s book (cf. [3]).

Definition 2.1. (See [3].) The equation (1.4) is said to possess an exponential
dichotomy if there exists a projection P and positive constants K1, K2, α1, α2
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such that

‖Φ(t)PΦ−1(s)‖ ≤ K1e
−α1(t−s) (t ≥ s),

‖Φ(t)(I − P )Φ−1(s)‖ ≤ K2e
−α2(s−t) (s ≥ t).

(2.5)

It is said to possess an ordinary dichotomy if the inequalities (2.5) hold with
α1 = α2 = 0.

For the completeness of the treatment we recall a theorem from [3] which
will be useful later on.

Proposition 2.1. (See [3], [10].) Let A ∈ Rn×n be a matrix and let us consider
the autonomous system

(2.6) ẋ = Ax.

It has an exponential dichotomy on J := [0,+∞) if and only if no eigenvalue
of the constant matrix A has zero real part. It has an ordinary dichotomy, if
and only if all eigenvalues of A with zero real part are semisimple (which means
that this eigenvalue is a simple root of the minimal polynomial of A). In each
case we can take the projection P to be the spectral projection defined by as in
(2.4).

3. Stability and exponential dichotomy

In the first claim of this chapter we remind of two necessary and sufficient
conditions for stability of linear systems.

Proposition 3.1. (See [2].) Let us consider the homogeneous linear system
(1.4) on the interval J = [τ,+∞), τ ∈ R. The linear system (1.4) is

1. stable if and only if for each s > τ there exists a constant K > 0 such

that
‖Φ(t)Φ−1(s)‖ ≤ K (t ≥ s),

2. asymptotically stable if and only if for each s > τ there exist two constants

K, α > 0 such that

‖Φ(t)Φ−1(s)‖ ≤ Ke−α(t−s) (t ≥ s).

The above statement is a consequence of the point 1 of Proposition 3.1.
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Corollary 3.1. The linear system (1.4) is stable if and only if each of its solu-
tions is bounded on the positive half line, that is for every solution
ϕ : (τ,+∞) → Rn there exists a constant K ≥ 0 such that

‖ϕ(t)‖ ≤ K

holds for all t ∈ (τ,+∞).

In the next theorem we are going to show a connection between the notion
of the exponential dichotomy and the stability of linear systems, more precisely
we are going to show that a linear system (1.4) is stable, resp. asymptotically
stable if and only if it has ordinary resp. exponential dichotomy with a suitable
projection P , therefore the concept of the exponential dichotomy generalizes
the concept of stability.

Theorem 3.2. The linear system (1.4) is

1. asymptotically stable if and only if it admits an exponential dichotomy
with projection P = I, furthermore

2. stable if and only if it admits an ordinary dichotomy with projection
P = I.

Proof. We are going to prove the statement 1 of Theorem 3.2, the verification
of the second part is exactly like the first part.

Step 1. Suppose that system (1.4) is asymptotically stable. Let J = [τ,+∞)
be an interval with some τ ∈ R. It follows from the part 2 of Proposition 3.1
that there are positive constants K1, α > 0 such that

‖Φ(t)Φ−1(τ)‖ ≤ K1e
−α(t−τ) (t ≥ τ),

hence proceeding from the assumption Φ(τ) = I one can get the

(3.1) ‖Φ(t)‖ ≤ K1e
−α(t−τ) (t ≥ τ)

estimate. Furthermore, from Corollary 3.1 we get a constant K2 ∈ R such that

(3.2) ‖Φ−1(s)‖ ≤ K2 (s ≥ τ).

Let K := K1 ·K2, based on the inequalities (3.1) and (3.2) it can be seen that
the following estimate is true

‖Φ(t)Φ−1(s)‖ = ‖Φ(t)‖ · ‖Φ−1(s)‖ ≤ Ke−α(t−τ) ≤ Ke−α(t−s) (s, t ≥ τ).

Finally, if we choose the projection P := I, the inequalities (2.5) in the Defini-
tion 2.1 hold for all s, t ∈ J

‖Φ(t)PΦ−1(s)‖ = ‖Φ(t)Φ−1(s)‖ ≤ Ke−α(t−s) (t ≥ s),
‖Φ(t)(I − P )Φ−1(s)‖ = ‖0‖ = 0 (t ≤ s),
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consequently the system (1.4) has an exponential dichotomy with projection
P = I.

Step 2. Suppose that system (1.4) has an exponential dichotomy with constants
K1, K2, α1, α2 and projection P = I. Then by using the first inequality from
equations (2.5) for each t, s ∈ J we receive the following

‖Φ(t)Φ−1(s)‖ = ‖Φ(t)PΦ−1(s)‖ ≤ K1e
−α1(t−s) (t ≥ s),

hence it follows from Proposition 3.1 that system (1.4) is asymptotically stable.

�

Remark 3.1. Following Theorem 3.2 with compared to Corollary 3.1 we can
say that all of the solutions of system (1.4) are bounded on J if and only if the
system possesses an ordinary dichotomy with projection P = I on the interval
J .

Remark 3.2. It can be easily seen from Proposition 2.1 that if we consider the
autonomous system (2.6), then the conditions in Theorem 3.2 for the stability
and the asymptotically stability of system (2.6) are equal to the usual conditions
about the sign of the real parts of the eigenvalues of the coefficient matrix in
system (2.6), because in case of (asymptotic) stability the Riesz projection
defined in (2.4) is identical with the identity matrix.

Remark 3.3. In the above theorem the condition with projector P = I is
essential, cf. Example 3.3.

Finally we are going to show four examples to illustrate the above theorem.

Example 3.1. Let us consider the autonomous system

(3.3) ẋ =

[
−1 0
0 0

]
x.

From Proposition 2.1 we know that system (3.3) possesses an ordinary di-
chotomy with projection P = I. On the other hand the eigenvalues of the
coefficient matrix are λ1 = −1, λ2 = 0, hence system (3.3) is stable.

Example 3.2. In the second example let us consider the following system:

(3.4) ẋ =

[
−1 0
0 −2

]
x.

Again from Proposition 2.1 we know that system (3.4) has an exponential
dichotomy with the same projection as in the previous example. On the other
hand for each eigenvalues λ of the coefficient matrix �(λ) < 0, hence system
(3.4) is asymptotically stable.
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Example 3.3. In the third example let us consider the system

(3.5) ẋ =

[
−1 0
0 2

]
x.

The following function is a solution of system (3.5) with initial value x(0, 0) =
= (1, 0)

ϕ(t) = Φ(t)

[
0
1

]
=

[
e−t 0
0 e2t

] [
0
1

]
=

[
0
e2t

]
(t ∈ R).

As it can be seen, ϕ is not bounded on R, hence system (3.5) is unstable
following from Corollary 3.1, so it is not asymptotically stable. Furthermore
system (3.5) has got an exponential dichotomy with projection

P =

[
1 0
0 0

]
,

which is not the identity operator.

The last example is a similar counterexample to the Markus–Yamabe’s one
mentioned in the Introduction.

Example 3.4. Let us consider the linear system (1.4) with coefficient function
A(t) = U−1(t)A0U(t) for t ∈ R, where

U(t) :=

[
cos(t) sin(t)
− sin(t) cos(t)

]
, A0 :=

[
−1 5
0 −1

]
.

As it can be seen for each t ∈ R the matrices A(t) and A0 are similar, thus
both of the eigenvalues of A(t) are −1. Even so the system corresponding to
A(t) is unstable, cf. [3], because the fundamental operator of the system is the
following:

Φ(t) =

[
et(cos(t) + 1

2 sin(t)) e−3t(cos(t)− 1
2 sin(t))

et(sin(t)− 1
2 cos(t)) e−3t(sin(t) + 1

2 cos(t))

]
(t ∈ R).

We will prove this stability result with Theorem 3.2 by showing that the system
possesses an exponential dichotomy with projection P �= I.

The coefficient function A(t) is periodic with period T = π, so we can
ascertain the existence of the exponential dichotomy and calculate the corre-
sponding projection using the characteristic multipliers of the system (cf. [3],
[11]). These numbers are the eigenvalues of the monodromy matrix B which is
determined as

B := Φ−1(0)Φ(T ) = Φ−1(0)Φ(π) =

[
−eπ 0
0 e−3π

]
.
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Thus the system possesses an exponential dichotomy with projection

P =

[
0 0
0 1

]
.

Remark 3.4. In some specific cases of linear systems it is easy to check the
existence of the exponential dichotomy and calculate the projection P . For
example as we have shown in Proposition 2.1 (cf. [3]), in the case of autonomous
systems it is sufficient to examine the sign of the real part of the eigenvalues of
the coefficient matrix. In a special non-autonomous case, when the coefficient
function of system (1.4) is periodic we can prove the existence of the exponential
dichotomy using the Floquet-theory (cf. [3], [11]), as we have seen that in
Example 3.4. Finally in more general cases we can use perturbation theorems
(cf. [1], [3], [8]) or numerical methods (cf. [4]) to show the existence of the
exponential dichotomy.

3.1. On the stable and unstable subspaces

Proposition 3.3. Let us assume that system (1.4) possesses an exponential
dichotomy on the interval J := [0,+∞) with projection P . For any t ∈ J we
are defining the following two sets:

S−(t) := {Φ(t)Px0 : x0 ∈ Rn} = ImΦ(t)P,

S+(t) := {Φ(t)(I − P )x0 : x0 ∈ Rn} = ImΦ(t)(I − P ).

Then for any t ∈ J
S−(t)⊕ S+(t) = Rn,

the sets S−(·) and S+(·) are positively invariants in the following sense: if for
a solution ϕ of system (1.4) ϕ(0) ∈ S−(0), resp. ϕ(0) ∈ S+(0) then for all
t ∈ R0

+ ϕ(t) ∈ S−(t), resp. ϕ(t) ∈ S+(t), furthermore for each solution of the
system ϕ with ϕ(0) ∈ S−(0), resp. ϕ(0) ∈ S+(0), two following statements
hold:

(3.6) lim
t→+∞

‖ϕ(t)‖ = 0, resp. lim
t→+∞

‖ϕ(t)‖ = +∞.

Proof. As a first step we have to show that

S−(t)⊕ S+(t) = Rn.

Let us assume that ϕ is a solution of system (1.4) and let Rn � x0 := ϕ(τ).
Then for any t ≥ τ we can rewrite ϕ(t) as

ϕ(t) = Φ(t)x0 = Φ(t)Px0 +Φ(t)(I − P )x0,
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thus for all x0 ∈ Rn ϕ can be written as the sum of an element from S−(t) and
an other from S+(t).

Let t ∈ R be fixed, z ∈ S−(t) ∩ S+(t). Then there exist two constants
zs, zu ∈ Rn such that

z = Φ(t)Pzs, z = Φ(t)(I − P )zu,

so

Φ(t)Pzs = Φ(t)(I − P )zu,

and so because of the regularity of the matrix Φ(t) we get Pzs = (I − P )zu.
Then by using the fact that P is a projection, i.e. P 2 = P , one can receive the
identity

Pzs = P 2zs = P (I − P )zu = Pzu − P 2zu = Pzu − Pzu = 0.

From this

z = Φ(t)Pzs = 0,

hence S−(t) ∩ S+(t) = {0}.
After that we are going to prove the invariance of S−(·). Let ϕ(0) ∈ S−(0)

be a fixed element, so with a suitable x0 ∈ Rn vector ϕ(0) = Φ(0)Px0. In this
case for each t ∈ R+

ϕ(t) = Λ(t, 0)ϕ(0) = Λ(t, 0)Φ(0)Px0 = Λ(t, 0)Λ(0, 0)Px0 = Λ(t, 0)Px0,

thus ϕ(t) ∈ S−(t). The proof is the same for S+(·).
In the remaining part we are going to show the asymptotic properties (3.6).

Let ϕ(0) ∈ S−(0) be again a fixed element such that ϕ(0) �= 0, so Px0 �= 0.
With a fixed s ∈ R+

0 for each t ≥ s it follows

‖ϕ(t)‖
‖ϕ(s)‖

=
‖Φ(t)Px0‖
‖Φ(s)Px0‖

=
‖Φ(t)PΦ−1(s)Φ(s)Px0‖

‖Φ(s)Px0‖
≤

≤ ‖Φ(t)PΦ−1(s)‖ ≤ K1e
−α1(t−s),

thus

(3.7) ‖ϕ(t)‖ ≤ K1e
−α1(t−s)‖ϕ(s)‖,

and from the above inequality (3.7) follows the first statement in (3.6), i. e.

lim
t→+∞

‖ϕ(t)‖ = 0.
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The second statement in (3.6) can be proved in a similar way. Let ϕ(0) ∈
S+(0) such that ϕ(0) �= 0, so (I − P )x0 �= 0. Then for all s ≥ t

‖ϕ(t)‖
‖ϕ(s)‖

≤ ‖Φ(t)(I − P )Φ−1(s)‖ ≤ K2e
−α2(s−t),

hence the below inequality holds

(3.8) ‖ϕ(s)‖ ≥ 1

K2
eα2(s−t)‖ϕ(t)‖,

from which follows

lim
t→+∞

‖ϕ(t)‖ = +∞. �

Based on the inequalities (3.7) and (3.8) in the above proof we could think
that if system (1.4) admits an exponential dichotomy, not only the asymptotic
properties (3.6) hold for the solutions of the system, but also the solutions are
monotone decreasing or increasing in norm. Nevertheless this monotonicity
property is not true, that we are illustrating in the next example.

Example 3.5. Let us consider the following autonomous system:

(3.9) ẋ =

[
−1 2
−8 −1

]
x.

The eigenvalues of the coefficient matrix are λ1,2 = −1 ± 4i, thus the system
(3.9) is asymptotically stable, and hence, according to Theorem 3.2 the system
(3.9) possesses an exponential dichotomy on the interval J = R with projection
P = I. The phase portrait of system (3.9) can be seen in Figure 1.

Figure 1. The phase portrait of system (3.9). It can be seen that

the origin is asymptotically stable.
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Let us consider the solution of system (3.9) with initial condition x0 = (1, 1):

(3.10) ϕ(t) =

[
ϕ1(t)
ϕ2(t)

]
=


cos(4t)e−t +

sin(4t)e−t)

2
cos(4t)e−t − 2 sin(4t)e−t


 (t ∈ R).

In Figure 3.5 the norm ‖ ·‖2 of the solution ϕ is shown on the interval t ∈ [0, 6].
The asymptotic properties (3.6) hold for the solution (3.10), but as also it is
outlined in Figure 2, the solution is not monotone decreasing.

t
0 1 2 3 4 5 6

||µ
(t)

||

0

0.5

1

1.5

Figure 2. The euclidian norm of the solution (3.10) of system (3.9)

with initial value x0 = (1, 1) on the interval t ∈ [0, 6].

Based on Proposition 3.3 we have made some remarks on the stable and
unstable subspaces and the topologically equivalence of autonomous linear sys-
tems.

Proposition 3.4. Let us consider the autonomous system (2.6) with coefficient
matrix A ∈ Rn×n. Let us assume that the system has an exponential dichotomy
with projection P . Let H := {u1, . . . , un} ⊂ Rn be a Jordan basis for A. Then
for the sets S−(0) and S+(0) in Proposition 3.3:

S−(0) = Es(A) and S+(0) = Eu(A),

where Es(A) and Eu(A) denote the stable and unstable subspaces of the coeffi-
cient matrix A of the system (1.4), i.e.

Es(A) = span{uk ∈ H : Re(λ) < 0},

Eu(A) = span{uk ∈ H : Re(λ) > 0}.

Proof. We have to show that S−(0) = Es(A). The proof for S+(0) = Eu(A) is
similar. Let uk ∈ H be any vector from the Jordan basis such that uk ∈ Im(P )
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holds. Following from the asymptotic statements (3.6) in Proposition 3.3 we
receive the equality

(3.11) lim
t→∞

‖Φ(t)uk‖ = lim
t→∞

‖eAtuk‖ = 0

and so the inclusion S−(0) = Im(P ) ⊂ Es(A) is true. Let us assume indirectly
that Im(P ) ⊂ Es(A) doesn’t hold, so for the basis vector uk ∈ Es(A), but
uk /∈ Im(P ). Then, because of the relation Im(P )⊕Ker(P ) = Rn, uk ∈ Ker(P ).
Thus from property (3.6) in Proposition 3.3 we have

lim
t→∞

‖eAtuk‖ = ∞,

which contradicts to the assumption uk ∈ Es(A). Thus the other inclusion
Es(A) ⊂ Im(P ) holds, too. �

Remark 3.5. Let A, B ∈ Rn×n be hyperbolic matrices, and let us consider
the autonomous systems of the form (1.2) determined by A and B. From
Proposition 2.1 we know that these systems possess an exponential dichotomy.
Let us denote by PA the projection of the exponential dichotomy of the system
determined by A, and by PB the projection of the other system. Due to the
Proposition 3.4 the systems are C0-equivalent and C0-conjugate if and only if
Im(PA) = Im(PB) holds.

In conclusion we are going to show how we can formulate and extend the
three statements (i), (ii) and (iii) with the help of the notion of the exponential
dichotomy for the non-autonomous system (1.4), which we have studied at the
beginning of Section 2. Let us consider the above three statements:

(i) system (1.4) possesses exponential dichotomy on R,

(ii) system (1.4) has no nontrivial bounded solution on R,

(iii) a projection P exists such that for each bounded f ∈ C(R,Rn) function
the inhomogeneous system

(3.12) ẋ = Ax+ f

has a unique solution ϕ which is bounded on R, where

ϕ(t) =

∞∫

−∞

K(t− s)f(s)ds =

=

t∫

−∞

Φ(t)PΦ−1(s)f(s)ds−
∞∫

t

Φ(t)(I − P )Φ−1(s)f(s)ds,

(3.13)
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where

(3.14) K(t− s) =




Φ(t)PΦ−1(s) (t ≥ s),

Φ(t)(I − P )Φ−1(s) (t < s).

As a consequence of Proposition 3.3 it can be seen that (i) implies (ii), and
in a similar way as in Section 2 we can prove that (ii) is equivalent to (iii) by
the superposition principle, thus (i) implies (iii). Furthermore we know that
the homogeneous system (1.4) has an exponential dichotomy if and only if for
every bounded and continuous function f the inhomogeneous system (3.12)
has at least one bounded solution (cf. [3], [9]). Therefore if the statement (iii)
holds, i.e. the inhomogeneous system has at least one bounded solution, we
receive that the statement (i) holds, too.
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H-1117 Budapest
Hungary
csaszar@cs.elte.hu

alex@ludens.elte.hu


