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Abstract. In the authors’ previous papers, for a positive integer a and a
prime number p such that (a, p) = 1, the distribution of the residual orders
Da(p) of a (mod p) was considered. Under the generalized Riemann hy-
pothesis (GRH), the authors determined the natural density of the primes
p satisfying Da(p) ≡ l (mod k) when k is a prime power, and proved the
existence of an algorithm for computing the density when k is a composite
integer other than prime powers. In this paper, we consider the distribu-
tion of the residual orders Da(pq) of a (mod pq) where p and q are distinct
primes. Under GRH and some slight restriction to the base a, we deter-
mine the natural density of the prime pairs (p, q) satisfying Da(pq) ≡ l
(mod 4) for l = 0, 1, 2, 3.

1. Introduction

Let p be an odd prime number and Z/pZ× be the multiplicative group of
all invertible residue classes modulo p. We define

Da(p) :=

(
the multiplicative order of the residue
class a (mod p) in the group Z/pZ×

)
.
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In the papers [1] – [3] and [7], we are interested in a distribution property
of Da(p) with p varies and introduced the set, for an arbitrary residue class
l (mod k),

Qa(x; k, l) := {p ≤ x ; p : prime, Da(p) ≡ l (mod k)}.
We studied about the existence of the natural density of Qa(x; k, l):

Δa(k, l) = lim
x→∞

1

π(x)
�Qa(x; k, l),

where π(x) is the number of primes up to x. We proved that

1. We can prove the existence of the density Δa(k, l), for any residue class
l (mod k),

2. and in this proof, except for some special residue classes, we need Gen-
eralized Riemann Hypothesis.

3. We can calculate the exact value of the density Δa(k, l).

Our typical example is:

Theorem 1.1. Let a be a natural number and we decompose a into a = a20a1,
a1 is square-free. If a1 is odd, then we have

Δa(4, 0) = Δa(4, 2) =
1

3
,(1.1)

Δa(4, 1) = Δa(4, 3) =
1

6
,(1.2)

where we obtain (1.1) unconditionally and (1.2) under GRH (see [1] and [7] for
details).

Here GRH means

Hypothesis 1.2. (Generalized Riemann Hypothesis) For any positive in-
tegers k and m, we assume that the Riemann Hypothesis holds for the Dedekind
zeta function ζK(s) for the field K = Q(ζm, a1/k) where ζm = exp(2πi/m).

Now let p and q be two distinct prime numbers and let us consider the same
distribution property of the residue class of a, but in the multiplicative group
Z/pqZ×. The group Z/pZ× is a simple cyclic group, but Z/pqZ× is no more
cyclic.

We are interested in the order of the residue class itself, namely we define

Da(pq) :=

(
the multiplicative order of the residue
class a (mod pq) in the group Z/pqZ×

)
= �〈a (mod pq)〉.



On a distribution property of the residual order of a (mod pq) 189

and

Ra(x; k, l) := {(p, q) ; p, q : odd primes, p ≤ x, q ≤ x, Da(pq) ≡ l (mod k)}.
The purpose of the paper is

1. to prove the existence of the natural density Γa(4, l) for l = 0, 1, 2, 3,

2. and to calculate the explicit value of Γa(4, l),

where the natural density means

Γa(k, l) := lim
x→∞π(x)−2�Ra(x; k, l).

Our main theorem will be

Theorem 1.3. Let a be a natural number and we decompose a into a = a20a1,
a1 is square-free. If a1 is odd, then we have

(I) the natural densities Γa(4, l), l = 0, 1, 2, 3 exist

(II) and the standard distribution is

(Γa(4, 0), Γa(4, 1), Γa(4, 2), Γa(4, 3)) =

(
5

9
,
1

18
,
1

3
,
1

18

)
.

Moreover, for the existence of Γa(4, 1) and Γa(4, 3), we need GRH, whereas the
existence of Γa(4, 0) and Γa(4, 2) is unconditional.

This theorem shows that, despite the change of group structure, as to the
multiplicative order of a residue class, we can prove a similar result to Theo-
rem 1.1. It is quite likely that there exists the density Γa(k, l) for any residue
class l (mod k), but we cannot verify this so far.

As we describe in the next section, we can prove unconditionally from The-
orem 1.1 that,

Γa(4, 0) =
5

9
, Γa(4, 2) =

1

3
.

So the main interest of Theorem 1.3 is the equi-distribution property

Γa(4, 1) = Γa(4, 3) =
1

18
,

and to prove this we need GRH and difficult considerations so far.

Throughout this paper, we use the following notations: π(x; k, l) is the
number of prime numbers up to x which are congruent to l mod k, ϕ(n) means
Euler’s totient function, μ(n) is the Möbius function, ω(n) means the number
of distinct prime factors of n, 〈a1, a2, · · · , ai〉 means the least common multiple
of integers a1, a2, · · · , ai and (a, b) is the largest common divisor of integers a
and b.
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2. Ra(x; k, l) with l = 0

In this section, we study the set

Ra(x; k, 0) = {(p, q) ; p, q : odd primes, p ≤ x, q ≤ x, Da(pq) ≡ 0 (mod k)}.
The next lemma is useful in decomposing our problem about (mod pq) into

problems about (mod p) and (mod q) (we omit the proof).

Lemma 2.1. We have

(2.1) Da(pq) = 〈Da(p), Da(q)〉.

If Da(pq) ≡ 0 (mod 4) then Lemma 2.1 shows that one of the Da(p) and
Da(q) is congruent to 0 modulo 4. This means

�Ra(x; 4, 0) = 2 �{p ≤ x;Da(p) ≡ 0 (mod 4)} −
− �{p, q ≤ x;Da(p) ≡ 0 (mod 4), Da(q) ≡ 0 (mod 4)}.

Then Theorem 1.1 gives Γa(4, 0) = 5/9 directly, similarly Γa(2, 0) = 8/9, and
Γa(4, 2) = 1/3.

Remark. We can prove a little more general result. Here we take a “base”
a ∈ N. We put

a = a20 · a1, a1: square free

and let r be a prime number. When a1 is odd,

Γa(r
h, 0) =

⎧⎪⎪⎨⎪⎪⎩
1

(r2 − 1)2
r(2r2 − r − 2), if h = 1,

2rh − 2rh−2 − 1

r2(h−2)(r2 − 1)2
, if h ≥ 2.

For example, for the same a, Γa(2, 0) = 8/9, Γa(3, 0) = 39/64.

3. Ra(x; 4, l), the case of l = 1, 3 (I)

As we described in the previous section, we can calculate �Ra(x; 2, 0),
�Ra(x; 4, 0) and consequently �Ra(x; 4, 2). But the separation of Ra(x; 2, 1)
into Ra(x; 4, 1) and Ra(x; 4, 3) is rather difficult. We begin with reducing
�Ra(x; 4, 1) to an infinite sum of �Qa(x; k, l)’s. The purpose of this section
is the following formulas (3.1) and (3.2).
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Proposition 3.1. We have

�Ra(x; 4, 1) = �Qa(x; 4, 1)
2 + �Qa(x; 4, 3)

2 +

+
∑
D<x

D≡1 (mod 4)
D0=1,D1>1

2ω(D1)−1 (�Qa(x; 4D,D)− �Qa(x; 4D, 3D))
2 −

−
∑
D<x

D≡3 (mod 4)
D0=1,D1>1

2ω(D1)−1 (�Qa(x; 4D,D)− �Qa(x; 4D, 3D))
2
,(3.1)

where D = D0D1, all the prime factors of D0 are congruent to 1 mod 4 and
all the prime factors of D1 are congruent to 3 mod 4. We have similarly

�Ra(x; 4, 3) = 2 · �Qa(x; 4, 1)�Qa(x; 4, 3)−
−

∑
D<x

D≡1 (mod 4)
D0=1,D1>1

2ω(D1)−1 (�Qa(x; 4D,D)− �Qa(x; 4D, 3D))
2
+

+
∑
D<x

D≡3 (mod 4)
D0=1,D1>1

2ω(D1)−1 (�Qa(x; 4D,D)− �Qa(x; 4D, 3D))
2
.(3.2)

Proof. Here we prove only (3.1). By a simple equality

Da(pq) = Da(p)
Da(q)

(Da(p), Da(q))
,

we divide the condition

Da(pq) ≡ 1 (mod 4)

into two cases:

(I) Da(p) ≡ 1 (mod 4) and
Da(q)

(Da(p), Da(q))
≡ 1 (mod 4).

(II) Da(p) ≡ 3 (mod 4) and
Da(q)

(Da(p), Da(q))
≡ 3 (mod 4).

First we consider (I).

(3.3)
∑
p,q≤x

Da(pq)≡1 (mod 4)
Da(p)≡1 (mod 4)

1 =
∑
p≤x

Da(p)≡1 (mod 4)

∑
q≤x

Da(q)
(Da(p),Da(q))

≡1 (mod 4)

1.
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For a prime number p with Da(p) ≡ 1 (mod 4), we calculate the inner sum of
(3.3). Let us introduce the number

Q = (Da(p), Da(q)).

Then

(the inner sum of (3.3)) =
∑

Q|Da(p)

∑
q≤x

Q=(Da(p),Da(q))
Da(q)/Q≡1 (mod 4)

1 =

=
∑

Q|Da(p)

∑
Q′|Da(p)

Q

μ(Q′)
∑
q≤x

QQ′|Da(q)
Da(q)/Q≡1 (mod 4)

1.

Since all the numbers Da(p), Q and Q′ are odd,

(3.4) Da(q)/Q ≡ 1 (mod 4)⇔ Da(q) ≡ Q (mod 4Q).

We introduce the number Q′ by

(3.5) Q′ =
{

1, if Q′ ≡ 1, (mod 4),
3, if Q′ ≡ 3, (mod 4).

Then

{
Da(q) ≡ Q (mod 4Q)
Da(q) ≡ 0 (mod QQ′) ⇔ Da(q) ≡ Q′ ·QQ′ (mod 4QQ′).

Consequently,

(the inner sum of (3.3)) =
∑

Q|Da(p)

∑
Q′|Da(p)

Q

μ(Q′)
∑
q≤x

Da(q)≡Q′QQ′ (mod 4QQ′)

1.
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Then (3.3) turns into:∑
p,q≤x

Da(pq)≡1 (mod 4)
Da(p)≡1 (mod 4)

1 =

=
∑
p≤x

Da(p)≡1 (mod 4)

∑
Q|Da(p)

∑
Q′|Da(p)

Q

μ(Q′)
∑
q≤x

Da(q)≡Q′QQ′ (mod 4QQ′)

1 =

=
∑
Q<x
Q:odd

∑
p≤x

Da(p)≡1 (mod 4)
Q|Da(p)

∑
Q′|Da(p)

Q

μ(Q′)
∑
q≤x

Da(q)≡Q′QQ′ (mod 4QQ′)

1 =

=
∑
Q<x
Q:odd

∑
Q′<x
Q′:odd
QQ′<x

μ(Q′)
∑
p≤x

Da(p)≡1 (mod 4)
Da(p)≡0 (mod Q)

Q′|Da(p)
Q

∑
q≤x

Da(q)≡Q′QQ′ (mod 4QQ′)

1.

We put QQ′ = D, then D is odd and consequently,

(3.6) (3.3) =
∑
D<x
D:odd

∑
Q′|D

μ(Q′)
∑
p≤x

Da(p)≡1 (mod 4)
Da(p)≡0 (mod D)

∑
q≤x

Da(q)≡Q′D (mod 4D)

1.

When D ≡ 1 (mod 4), then{
Da(p) ≡ 1 (mod 4)
Da(p) ≡ 0 (mod D)

⇔ Da(p) ≡ D (mod 4D),

and when D ≡ 3 (mod 4), then{
Da(p) ≡ 1 (mod 4)
Da(p) ≡ 0 (mod D)

⇔ Da(p) ≡ 3D (mod 4D).

Therefore

(3.6) =
∑
D<x

D≡1 (mod 4)

∑
Q′|D

μ(Q′)�Qa(x; 4D,D) · �Qa(x; 4D,Q′D) +

+
∑
D<x

D≡3 (mod 4)

∑
Q′|D

μ(Q′)�Qa(x; 4D, 3D) · �Qa(x; 4D,Q′D).

We can obtain a similar formula for the case (II) on p.191, then we get an
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important formula:∑
p,q≤x

Da(pq)≡1 (mod 4)

1 =
∑
D<x

D≡1 (mod 4)

∑
Q′|D

μ(Q′)�Qa(x; 4D,D)�Qa(x; 4D,Q′D)

+
∑
D<x

D≡3 (mod 4)

∑
Q′|D

μ(Q′)�Qa(x; 4D, 3D)�Qa(x; 4D,Q′D)

+
∑
D<x

D≡1 (mod 4)

∑
Q′|D

μ(Q′)�Qa(x; 4D, 3D)�Qa(x; 4D, Q̃′D)

+
∑
D<x

D≡3 (mod 4)

∑
Q′|D

μ(Q′)�Qa(x; 4D,D)�Qa(x; 4D, Q̃′D),(3.7)

where

Q′ =

{
1, if Q′ ≡ 1 (mod 4),
3, if Q′ ≡ 3 (mod 4),

Q̃′ =

{
3, if Q′ ≡ 1 (mod 4),
1, if Q′ ≡ 3 (mod 4).

Here we need a lemma on arithmetical functions (we omit the proof):

Lemma 3.2. Let D be an odd natural number and

D = pe11 pe22 · · · pett qf11 qf22 · · · qfss ,

where pi’s and qj’s are distinct primes with pi ≡ 1 (mod 4) and qj ≡ 3 (mod 4),
be the primary decomposition of D (ei ≥ 1, fj ≥ 1). We define

D0 =

{
1, if t = 0,
pe11 pe22 · · · pett , if t ≥ 1,

D1 =

{
1, if s = 0,

qf11 qf22 · · · qfss , if s ≥ 1

and s = ω(D1). Then we have

∑
Q′|D

Q′≡1 (mod 4)

μ(Q′) =

⎧⎨⎩ 1, if D0 = D1 = 1,
2s−1, if D0 = 1, D1 > 1,
0, if D0 > 1,

∑
Q′|D

Q′≡3 (mod 4)

μ(Q′) =
{ −2s−1, if D0 = 1, D1 > 1,

0, if D0 > 1.

Taking Lemma 3.2 into account, we can derive Proposition 3.1 from (3.7)
easily. �
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4. Ra(x; 4, l), the case of l = 1, 3 (II) — evaluation of
�Qa(x; 4D,D) and �Qa(x; 4D, 3D)

Proposition 3.1 shows that, in order to calculate the natural density Γa(4, l)
of Ra(x; 4, l), we need to study �Qa(4D, lD), l = 1, 3. These two calculations
proceed in parallel. Here we need some new notations (cf. [1] – [3] and [7], we
make use of the same notations as those papers). For α ∈ N, let 〈α (mod p)〉
denote the cyclic subgroup generated by α (mod p) in Z/pZ× and [Z/pZ× :
〈α (mod p)〉] denote its index. Let

Nα(x;n, s (mod t)) = {p ≤ x; p : prime, p ≡ s (mod t),

[Z/pZ× : 〈α (mod p)〉] = n}.
Our result is as follows and here we describe the proof only for �Qa(x; 4D,D).

Proposition 4.1. We have

(4.1) Qa(x; 4D,D) =
⋃
f≥1

⋃
k:odd

Na(x; k · 2f , 1 + kD · 2f (mod kD · 2f+2)),

(4.2) Qa(x; 4D, 3D) =
⋃
f≥1

⋃
k:odd

Na(x; k · 2f , 1 + 3kD · 2f (mod kD · 2f+2))

and clearly these are disjoint unions.

Proof. We start from a simple facts:

(4.3)
Qa(x; 4D,D) = QaD (x; 4, 1) ∩Qa(x;D, 0),

Qa(x; 4D, 3D) = QaD (x; 4, 3) ∩Qa(x;D, 0).

Now we refer to Lemma 3.1 (iii) of [1]. This result gives

QaD (x, 4, 1) =
⋃
f≥1

⋃
l≥0

NaD (x; (4l + 1) · 2f , 1 + 2f (mod 2f+2))

⋃ ⋃
f≥1

⋃
l≥0

NaD (x; (4l + 3) · 2f , 1 + 3 · 2f (mod 2f+2)).

Then, from (4.3), we have

Qa(x, 4D,D) =
⋃
f≥1

⋃
l≥0

NaD (x; (4l + 1) · 2f , 1 + 2f (mod 2f+2)) ∩Qa(x;D, 0)

⋃ ⋃
f≥1

⋃
l≥0

NaD (x; (4l + 3) · 2f , 1 + 3 · 2f (mod 2f+2)) ∩Qa(x;D, 0).(4.4)
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We remark here that, when D|Da(p), then

(4.5) IaD (p) = D · Ia(p),
where Iα(p) denote the index, i.e.

Iα(p) =
p− 1

Dα(p)
.

Then we can prove

NaD (x; (4l + 1) · 2f , 1 + 2f (mod 2f+2)) ∩Qa(x;D, 0) =

= Na(x; k · 2f , 1 + 2f (mod 2f+2)) ∩Qa(x;D, 0),(4.6)

where k is the number defined by

k =
4l + 1

D
∈ N

(we omit the proof).

We remark that by the fact (4.6), we succeed in unifying the sub-index into
“a”.

Now we are in a position to prove (4.1), and for this purpose it is sufficient
to prove

Na(x; k · 2f , 1 + 2f (mod 2f+2)) ∩Qa(x;D, 0) =

= Na(x; k · 2f , 1 + kD · 2f (mod kD · 2f+2)).(4.7)

Proof of (4.7). Let

p ∈ Na(x; k · 2f , 1 + 2f (mod 2f+2)) ∩Qa(x;D, 0).

Then
IaD (p) = 2fDk

and
p ≡ 1 (mod 2f ·Dk).

With the condition p ≡ 1 + 2f (mod 2f+2), the Chinense remainder theorem
shows

p ≡ 1 + kD · 2f (mod kD · 2f+2).

This proves “⊂” in (4.7).
For the another inclusion, let

p ∈ Na(x; k · 2f , 1 + kD · 2f (mod kD · 2f+2)),
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then trivially p ∈ Na(x; k · 2f , 1 + 2f (mod 2f+2)). Now we put

p− 1 = kD · 2f + β kD · 2f

with β ∈ N. Since Ia(p) = k · 2f , we have
Da(p) = D(1 + 4β).

This shows p ∈ Qa(x;D, 0), and we proved (4.7) as well as Proposition 4.1. �

5. Behavior of �Qa(x; 4D, lD) (I) — existence of the natural density

In this section we present an asymptotic formula for �Qa(x; 4D, lD). Our
method is almost on the same line as [1, Section 4], so we omit the proof. First
we prepare some notations. For any integer m, we define

m0 =
∏
q|m

q:prime

q (i.e. the core of m)

and introduce the number fields

Km = Q(ζm0 , a
1/m),

Gk·2f ,n,d = Kk·2f (ζn, ζkd·2f , a
1/k·2fn),

G̃k·2f ,n,d = Gk·2f ,n,d(ζkD·2f+2).

We take automorphisms σ1 and σ3 ∈ Aut(Q(ζkD·2f+2)/Q) defined by

(5.1)
σ1 : ζkD·2f+2 → ζkD·2f+2

1+kD·2f

σ3 : ζkD·2f+2 → ζkD·2f+2
1+3kD·2f

and consider σ∗1 and σ∗3 ∈ Aut(G̃k·2f ,n,d/Kk·2f ) satisfying

(5.2)

{
σ∗j |Gk·2f ,n,d

= id.

σ∗j |Q(ζ
kD·2f+2 ) = σj

(j = 1, 3)

(we use σ1 for estimating �Qa(x; 4D,D) and σ3 for �Qa(x; 4D, 3D)).

We define the number cj(n) = cj(k, n, d) by

cj(n) =

{
1, if σ∗j exists,
0, if not.
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Q

Kk·2f

Gk·2f ,n,d

Q(ζkD·2f+2)

G̃k·2f ,n,d

����������������

�����������������

Now our result is the following:

Theorem 5.1. Let a be a natural number and we decompose a into a = a20a1,
a1 is square-free. We assume GRH.

(i) For any odd natural number D and l = 1, 3, we have

�Qa(x; 4D, lD) = Δa(4D, lD)lix+O

(
x

log x log log x
·D2 logD

)
,

where the constant implied by O-symbol is absolute.

(ii) The densities Δa(4D, lD) (l = 1, 3) are given by the following:

Δa(4D,D) =
∑
f≥1
k:odd

2k0
ϕ(k0)

∑
d|2k0

μ(d)

d

∞∑
n=1

μ(n)c1(n)

[G̃k·2f ,n,d : Q]
,(5.3)

Δa(4D, 3D) =
∑
f≥1
k:odd

2k0
ϕ(k0)

∑
d|2k0

μ(d)

d

∞∑
n=1

μ(n)c3(n)

[G̃k·2f ,n,d : Q]
.(5.4)

6. Behavior of �Qa(x; 4D, lD) (II) — the case a1 is odd

We can prove the following Theorem 6.1 and it is effectively used in deter-
mining the densities Γa(4, l) (l = 1, 3):
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Theorem 6.1. Let a = a20a1, a1 is square free and a1 is odd. Then we have
for any odd natural number D,

Δa(4D,D) = Δa(4D, 3D).

This section is allotted to the proof of Theorem 6.1.

We prove Theorem 6.1 by showing that the series expressing Δa(4D,D)
and Δa(4D, 3D) (see (5.3) and (5.4)) coincide each other, more precisely, the
coefficients c1(n) and c3(n) always the same. The methods are similar to those
of our previous papers [1] and [2] (see [1, Proposition 4.8] and [2, Section 3]).

The coefficient cj(n) actually depends on five parameters d, f , k, n and D.
The cases where f ≥ 2 or f = 1 and d is even are rather simple and are treated
like [1, Proposition 4.8] (see Proposition 6.2). For the case f = 1 and d is odd,
we must investigate closely the behavior of σj (see (5.1)) on certain number
fields. It needs a little complicated calculation and will be dealt with in several
steps (see Propositions 6.7, 6.9 and 6.10).

Here we review the notation (see also (5.1) and (5.2)):

f, n ∈ N; k ∈ N, k : odd;

d ∈ N, d|k0; D ∈ N, D : odd, D > 1.

From now on, we assume a = a20a1, a1 is square free and a1 is odd. The
following proposition can be proved similarly to [1, Proposition 4.8], so we omit
the proof:

Proposition 6.2. (i) When f ≥ 2, we have

c1(n) = c3(n).

(ii) When f = 1 and d is even, we have

c1(n) = c3(n) = 0.

Now we proceed to the case f = 1 and d is odd. Here we follow the lines of
[2, Section 3]. Let

L = Q(ζ8kD), M = G4k,n,d = Q(ζn, ζ2kd, a
1/2kn).

Then we have LM = G̃4k,n,d. We put K = L∩M . In this case, σj ∈ Aut(L/Q)
is defined by

(6.1)
σ1 : ζ8kD → ζ8kD

1+2kD

σ3 : ζ8kD → ζ8kD
1+6kD.
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We know that
σj |K = id⇔ cj(n) = 1

for K =M ∩ L (see [2, p.700]). So the procedure will be as follows:

1◦ We calculate the degree [K : Q].

2◦ We determine the intersection field K and investigate the behavior of σj

on K.

Q

K = G4k,n,d ∩Q(ζ8kD)

M = G4k,n,d = Q(ζn, ζ2kd, a
1/2kn)

L = Q(ζ8kD)

LM = G̃4k,n,d = G4k,n,d(ζ8kD)

����������������

�����������������

1◦ Calculation of [K : Q]

First we need the following (the proof is elementary and we omit it):

Lemma 6.3. Let D, k, n ∈ N, D, k be odd, d|k, d, n be square free and we
denote the odd part of n by n. Then we have

ϕ(〈n, kd〉)ϕ(kD)
ϕ(〈n, kd, kD〉) = ϕ(kD′),

where d′ = (d,D), n′ =
∏

p:prime, p|n, p|D, p�k p and D′ = d′n′.

Remark. Note that (n′, d′) = (n′, kd′) = 1 and D′|D.
We know Gal(LM/M) ∼= Gal(L/K) for K = M ∩ L (see [2, Lemma 3.1])

and so [L : K] = [G̃4k,n,d : G4k,n,d]. From this, we can calculate [K : Q] by

[K : Q] =
[L : Q]

[L : K]
=

[Q(ζ8kD) : Q]

[G̃4k,n,d : G4k,n,d]
=
[Q(ζ8kD) : Q][G4k,n,d : Q]

[G̃4k,n,d : Q]
.

Note that

G4k,n,d = Q(ζ〈n,2kd〉, a1/2kn),

G̃4k,n,d = Q(ζ〈n,2kd,8kD〉, a1/2kn).
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Using [7, Proposition 3.1], we can calculate the degrees [G4k,n,d : Q] and

[G̃4k,n,d : Q]:

Proposition 6.4. The degrees [G4k,n,d : Q] and [G̃4k,n,d : Q] are given as
follows:

Cases [G4k,n,d : Q]

a1 ≡ 1 (mod 4) a1 � 〈n, kd〉 2knϕ(〈n, kd〉)
a1|〈n, kd〉 knϕ(〈n, kd〉)

a1 ≡ 3 (mod 4) 2knϕ(〈n, kd〉)

Cases [G̃4k,n,d : Q]

a1 ≡ 1 (mod 4) a1 � 〈n, kd, kD〉 8knϕ(〈n, kd, kD〉)
a1|〈n, kd, kD〉 4knϕ(〈n, kd, kD〉)

a1 ≡ 3 (mod 4) a1 � 〈n, kd, kD〉 8knϕ(〈n, kd, kD〉)
a1|〈n, kd, kD〉 4knϕ(〈n, kd, kD〉)

Proof. It is easy from [7, Proposition 3.1]. �

Remark. Read the table like “[G4k,n,d : Q] = knϕ(〈n, kd〉) if and only if
a1 ≡ 1 (mod 4) and a1|〈n, kd〉”, etc.

Next, since kD is odd, we have

(6.2) [Q(ζ8kD) : Q] = 4ϕ(kD).

Now we can determine the degree [K : Q] as follows:

Proposition 6.5. The degrees [K : Q] are given as follows:

Cases [K : Q]

(I) a1 ≡ 1 (mod 4) (i) a1|〈n, kd〉, a1|〈n, kd, kD〉 ϕ(kD′)
(ii) a1 � 〈n, kd〉, a1 � 〈n, kd, kD〉 ϕ(kD′)
(iii) a1 � 〈n, kd〉, a1|〈n, kd, kD〉 2ϕ(kD′)

(II) a1 ≡ 3 (mod 4) (i) a1|〈n, kd, kD〉 2ϕ(kD′)
(ii) a1 � 〈n, kd, kD〉 ϕ(kD′)

Proof. The proof is easy from Proposition 6.4 and (6.2). �

Remark. Read the table like “When a1 ≡ 1 (mod 4), [K : Q] = ϕ(kD′) if
and only if a1 � 〈n, kd〉 and a1 � 〈n, kd, kD〉”, etc.
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2◦ Determination of K and cj(n)

Recall

L = Q(ζ8kD),

M = G4k,n,d = Q(ζn, ζ2kd, a
1/2kn).

We determine the intersection field K = L ∩M with the help of the fact that
K is a subfield of the cyclotomic field L. Recall D′ = d′n′, d′ = (d,D) and
n′ =

∏
p|n, p|D, p�k p.

Lemma 6.6.

Q(ζkD′) ⊂ L ∩M.

Proof can be carried out in an elementary manner and we omit it.

First we deal with the cases (I-i), (I-ii) and (II-ii) in Proposition 6.5 (where
[K : Q] = ϕ(kD′)):

Proposition 6.7. If [K : Q] = ϕ(kD′), then K = Q(ζkD′) and c1(n) =
= c3(n) = 1.

Proof. The fact [K : Q] = ϕ(kD′) and Lemma 6.6 implies K = Q(ζkD′). We

look into the actions of σ1 and σ3. Putting D = D′D′′, we have ζkD′ = ζ8kD
8D′′

and

σ1(ζkD′) = (ζ8kD
8D′′

)1+2kD = ζ8kD
8D′′

ζ8kD
16kDD′′

= ζkD′ .

This shows σ1|K = id and c1(n) = 1. Similarly we can easily see σ3|K = id and
c3(n) = 1. �

For the cases (I-iii) and (II-i) in Proposition 6.5 (where [K : Q] = 2ϕ(kD′)),
we knowQ(ζkD′) ⊂ K = L∩M and [K : Q(ζkD′)] = 2 from Proposition 6.5 and
Lemma 6.6. So, to determine the field K, we must find a quadratic algebraic
number α such that α ∈ L ∩M and α 	∈ Q(ζkD′). Then we have

K = Q(ζkD′ , α).
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L = Q(ζ8kD)

K = L ∩M

Q(ζkD′)

Q

M = Q(ζn, ζ2kd, a
1/2kn)

�
�
��

�
�

ϕ(kD′)

2

The following lemma is required:

Lemma 6.8. Let m ∈ Z, Dm be the discriminant of Q(
√
m) and d = |Dm|.

Then we have

Q(
√
m) ⊂ Q(ζd).

Conversely, if Q(
√
m) ⊂ Q(ζn), then d|n.

Proof. See a suitable textbook in algebraic number theory (see also [2, Lemma
3.2]). �

First we consider the case (I-iii) of Proposition 6.5 (recall the conditions
a1 � 〈n, kd〉 and a1|〈n, kd, kD〉). We decompose a1 as a1 = b1b2, where b1 is
the product of all the primes which divide 〈n, kd〉. The following conditions
are frequently used in the subsequent discussion:

b1|〈n, kd〉, b2 � 〈n, kd〉, b2|kD,

(b2, 〈n, kd〉) = 1, (b2, kD
′) = 1.

Proposition 6.9. When a1 ≡ 1 (mod 4), a1 � 〈n, kd〉 and a1|〈n, kd, kD〉, we
have

K = Q

(
ζkD′ ,

√
(−1) b2−1

2 b2

)
and

c1(n) = c3(n) = 1.

Proof. First we consider the case b1 ≡ 1 (mod 4). Then b2 ≡ 1 (mod 4) since
a1 ≡ 1 (mod 4). We can see

√
b1 ∈ M = G4k,n,d = Q(ζ2〈n,kd〉, a1/2kn) because
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Q(
√
b1) ⊂ Q(ζb1) (see Lemma 6.8) and ζb1 = ζ2〈n,kd〉

2〈n,kd〉/b1 ∈ M (note that
b1|〈n, kd〉). On the other hand, we see√

b2 =

√
a1√
b1

∈ M

since
√
a1 ∈ M . Moreover we know

√
b2 ∈ L because Q(

√
b2) ⊂ Q(ζb2) (see

Lemma 6.8) and ζb1 = ζ8kD
8kD/b2 ∈ L (note that b2|kD). Thus we have√

b2 ∈ L ∩M . We also notice that
√
b2 	∈ Q(ζkD′) since (b2, kD

′) = 1. Hence
we obtain

K = Q(ζkD′ ,
√
b2).

Next we consider the action of σ1 on K. We already know σ1(ζkD′) = ζkD′

(see the proof of Proposition 6.7). As to
√
b2, we have

σ1(ζb2) = σ1(ζ8kD
8·kD/b2) = (ζ8kD

1+2kD)8·kD/b2 = ζb2 ,

for b2|kD. So, Q(ζb2) is fixed by σ1. Since
√
b2 ∈ Q(ζb2),

√
b2

σ2
=
√
b2. Thus

we have proved σ1|K = id and c1(n) = 1. The case b1 ≡ 3 (mod 4) is similar:
we have K = Q(ζkD′ ,

√−b2) and can verify σ3|K = id, thus c3(n) = 1. �

The case (II-i) in Proposition6.5 can be dealt with similarly to the previous
proposition, so we state the result without proof:

Proposition 6.10. Let a1 ≡ 3 (mod 4) and a1|〈n, kd, kD〉. Then we have the
following:

(a) If a1 � 〈n, kd〉, then

K = Q

(
ζkD′ ,

√
(−1) b2−3

2 b2

)
.

(b) If a1|〈n, kd〉, then

K = Q
(
ζkD′ ,

√−1 ) .
In both cases, c1(n) = c3(n).

The results which are obtained in this section are summarized in the fol-
lowing theorem:

Theorem 6.11. If a1 is odd, then the coefficients cj(n) in (5.3) and (5.4)
always satisfy

c1(n) = c3(n).
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More precisely,

if f ≥ 2, then c1(n) = c3(n);

if f = 1 and d is even, then c1(n) = c3(n) = 0;

if f = 1 and d is odd,

(I) if a1 ≡ 1 (mod 4) and

(i) a1|〈n, kd〉, a1|〈n, kd, kD〉,
(ii) a1 � 〈n, kd〉, a1 � 〈n, kd, kD〉,
then K = Q(ζkD′), c1(n) = c3(n) = 1;

(iii) a1 � 〈n, kd〉, a1|〈n, kd, kD〉,
then K = Q

(
ζkD′ ,

√
(−1) b2−1

2 b2

)
, c1(n) = c3(n) = 1;

(II) if a1 ≡ 3 (mod 4) and

(i-a) a1 � 〈n, kd〉, a1|〈n, kd, kD〉,
then K = Q

(
ζkD′ ,

√
(−1) b2−3

2 b2

)
, c1(n) = c3(n);

(i-b) a1|〈n, kd〉, a1|〈n, kd, kD〉,
then K = Q(ζkD′ ,

√−1), c1(n) = c3(n);

(ii) a1 � 〈n, kd, kD〉,
then K = Q(ζkD′), c1(n) = c3(n) = 1.

We know from Theorem 6.11 that the series (5.3) and (5.4) are the same,
and this completes the proof of Theorem 6.1.

7. The existence of the density Γa(4, l)

We prove the main result Theorem 1.3. Let us start from the formula (3.1).
Our proof bases upon the following facts:

1◦ We assume GRH. When a1 is odd, then for l = 1, 3,

(7.1) �Qa(x; 4, l) =
1

6
lix+O

(
x

log x log log x

)
([7, Theorem 1.2]).
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2◦ We assume GRH. In Section 5, we proved, for any D < x,

(7.2) �Qa(x; 4D, lD) = Δa(4D, lD) lix+O

(
x

log x log log x
·D2 logD

)
,

where Δa(4D, lD) is a positive constant, the natural density of Qa(x; 4D, lD)
(l = 1, 3). And if a1 is odd, then

(7.3) Δa(4D,D) = Δa(4D, 3D).

3◦ Furthermore here we remark that

(7.4) �Qa(x; 4D, lD) ≤ π(x;D, 1),

in fact, if p ∈ Qa(x; 4D, lD), then p− 1 is divisible by Da(p), which is divisible
by D. Similarly we have

(7.5) �Qa(x; 4D, lD) ≤ x

D
.

Proof of Theorem 1.3. We take

y = (log log x)1/3,

z = (log x)20/3.

∑
D<x

D≡1 (mod 4)
D0=1,D1>1

2s−1 (�Qa(x; 4D,D)− �Qa(x; 4D, 3D))
2
=

=

⎛⎜⎜⎜⎜⎝
∑

1<D<y
D≡1 (mod 4)
D0=1,D1>1

+
∑

y≤D<z
D≡1 (mod 4)
D0=1,D1>1

+
∑

z≤D<x
D≡1 (mod 4)
D0=1,D1>1

⎞⎟⎟⎟⎟⎠×

×2s−1 (�Qa(x; 4D,D)− �Qa(x; 4D, 3D))
2
=

= E1 + E2 + E3, say.

Estimate of E1. By making use of (7.2) and (7.3), we have
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E1 =
∑
D<y

D≡1 (mod 4)
D0=1,D1>1

2s−1 {(Δa(4D,D)−Δa(4D, 3D))lix+

+O

(
x

log x log log x
D2 logD

)}2

=

=
∑
D<y

D≡1 (mod 4)
D0=1,D1>1

2s−1O

(
x2

(log x)2(log log x)2
D4 log2 D

)
�

�
∑
D<y

Dlog 2 ·D4 log2 D
x2

(log x)2(log log x)2
=

= o

(
x2

log2 x

)
,

(7.6)

since y = (log log x)1/3.

Estimate of E3. Here we use the estimate (7.5):

E3 <
∑

z≤D<x
D≡1 (mod 4)
D0=1,D1>1

2s−1
( x

D

)2
<

<
∑
z<D

Dlog 2 x
2

D2
=

= x2O
(
zlog 2−1

)
.

Since z = (log x)20/3, we have

(7.7) E3 = o

(
1

log2 x

)
.

Estimate of E2. Here we use the estimate (7.4):

�Qa(x; 4D, lD) ≤ π(x;D, 1),

and in our case, D satisfies

D < z = (log x)20/3,

then we have

π(x;D, 1)� 1

ϕ(D)
π(x).
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Then,

E2 <
∑

y<D<z

Dlog 2

{
1

ϕ(D)
π(x)

}2

�

� π(x)2
∑
y<D

Dlog 2

D2
(log logD)2 �

� π(x)2y−0.3 =

= o(π(x)2).

(7.8)

Now, combining (3.1), (7.1), (7.6) – (7.8), we proved

�Ra(x; 4, 1) =
1

18
(lix)2 + o((li (x))2),

and this gives the natural density of Ra(x; 4, 1), i.e. Γa(4, 1) = 1/18. Similarly,
Γa(4, 3) = 1/18.

8. Numerical examples

In this section, we show some results of numerical experiment on the density
Γa(4, l). For the computer calculation, we use the relation (2.1), that is, we
first calculate the residual orders Da(p) in 0 < p ≤ x for some x, and next
we use the GCD algorithm to get Da(pq). We use the data of Da(p) which
are already obtained in our previous papers [2] and [3]. Here we take x up
to 107 and show the values π(x)−2�Ra(x; 4, l) for several a’s. The program is
written in the C language, compiled by GCC. If x = 107, then we have about
2.2 · 1011 pairs (p, q) satisfying 0 < q < p ≤ x. We did numerical experiments
to calculate Da(pq) from the data (Da(p), Da(q)) by the GCD algorithm in the
range above. Calculation time depends on a, but it takes approximately 20
hours for each a at 2.66GHz CPU.

(i) The case a1 ≡ 1 (mod 4)

We show two examples a = 13 and 20 (Tables 8.1 and 8.2). The theoretical
densities are

Γa(4, 0) =
5

9
= 0.555555..., Γa(4, 1) =

1

18
= 0.05555...,

Γa(4, 2) =
1

3
= 0.333333..., Γa(4, 3) =

1

18
= 0.05555....
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x l = 0 l = 1 l = 2 l = 3
102 0.507246 0.036232 0.416667 0.039855
103 0.583147 0.055768 0.305750 0.055335
104 0.547737 0.055817 0.340427 0.056020
105 0.556690 0.055162 0.332985 0.055163
106 0.554714 0.055844 0.333596 0.055846
107 0.555568 0.055465 0.333504 0.055464

Table 8.1. The case a = 13

x l = 0 l = 1 l = 2 l = 3
102 0.584980 0.039526 0.304348 0.071146
103 0.546112 0.054399 0.345455 0.054034
104 0.546999 0.058023 0.337129 0.057849
105 0.553677 0.056013 0.334307 0.056004
106 0.555689 0.055712 0.332883 0.055716
107 0.555655 0.055542 0.333261 0.055542

Table 8.2. The case a = 20

(ii) The case a1 ≡ 3 (mod 4)

We show two examples a = 11 and 12 (Tables 8.3 and 8.4). The theoretical
densities are

Γa(4, 0) =
5

9
= 0.555555..., Γa(4, 1) =

1

18
= 0.05555...,

Γa(4, 2) =
1

3
= 0.333333..., Γa(4, 3) =

1

18
= 0.05555....

x l = 0 l = 1 l = 2 l = 3
102 0.525692 0.019763 0.415020 0.039526
103 0.585907 0.043008 0.328222 0.042862
104 0.548096 0.059315 0.333240 0.059348
105 0.555764 0.055373 0.333472 0.055391
106 0.555451 0.055442 0.333664 0.055443
107 0.555532 0.055543 0.333380 0.055544

Table 8.3. The case a = 11
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x l = 0 l = 1 l = 2 l = 3
102 0.584980 0.051383 0.304348 0.059289
103 0.554217 0.052647 0.341292 0.051844
104 0.557908 0.055952 0.330073 0.056067
105 0.555208 0.055452 0.333889 0.055450
106 0.554873 0.055455 0.334217 0.055455
107 0.555667 0.055590 0.333154 0.055590

Table 8.4. The case a = 12

(iii) The case a1 ≡ 2 (mod 4)

We show two examples a = 2 and 10 (Tables 8.5 and 8.6). At present, we
know the theoretical densities Γa(4, 0) and Γa(4, 2) only:

Γ2(4, 0) =
95

144
= 0.659722..., Γ2(4, 2) =

147

576
= 0.255208...,

Γ10(4, 0) =
5

9
= 0.555555..., Γ10(4, 2) =

1

3
= 0.333333....

The calculation of the exact theoretical density of Γ2(4, 1) needs much
deeper considerations of the algebraic quantities which appear in our Section 5.

x l = 0 l = 1 l = 2 l = 3
102 0.619565 0.057971 0.278986 0.043478
103 0.671019 0.053026 0.240603 0.035351
104 0.662134 0.047510 0.256798 0.033558
105 0.660447 0.050167 0.254528 0.034858
106 0.659085 0.050778 0.255461 0.034676
107 0.659746 0.050637 0.255088 0.034528

Table 8.5. The case a = 2

x l = 0 l = 1 l = 2 l = 3
102 0.462451 0.106719 0.359684 0.071146
103 0.546112 0.057977 0.337349 0.058562
104 0.550286 0.055265 0.339327 0.055122
105 0.556737 0.055526 0.332222 0.055515
106 0.554601 0.055575 0.334251 0.055573
107 0.555573 0.055500 0.333428 0.055500

Table 8.6. The case a = 10
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