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Abstract. We study the uniqueness of continuous, continuous at a point
as well as monotonic solutions of some simultaneous linear difference equa-
tions, in the case when individual equations usually have a lot of solutions
in the considered class of functions. Also the general solution on cosets
of the group generated by the set of numbers parametrizing the equations
has been given.

1. Introduction

Studying some weak generalized stabilities of random variables the authors
of the paper [4] came naturally to the simultaneous equations

p(nz) = (x) +ce(n)zP, neN,

and to the problem of determining their continuous solutions ¢ : (0,00) — R.
Here we consider a more general situation of the simultaneous equations

(1.1) o(tz) = ¢ (z) +c(t)z?, teT,
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indexed with members of an arbitrary set T' C (0, 00). We are interested mainly
in continuous solutions. However, we discuss (1.1) also in other function classes.

We start with the well studied situation when T is a singleton, that is we
deal with a single equation of the form

(1.2) plte) = p() + ca”

with a fixed ¢ € (0,00). Clearly, if ¢t = 1 then (1.2) has no solution ¢ at all in
the case ¢ # 0, and any ¢ : (0,00) — R satisfies (1.2) when ¢ = 0. So in what
follows we assume that ¢ € (0,00) \ {1}.

If we are interested in continuous solutions ¢ : (0,00) — R of equation (1.2)
we have the following result coming immediately from a theorem of J. Ko-
rdylewski and M. Kuczma (see [5]; also [8, Thm. 2.1} or [9, Thm. 3.1.1]). Tt
turns out that equation (1.2) has a lot of continuous solutions ¢ : (0,00) — R.

Theorem A. Let t € (0,00) \ {1}, ¢ € R, and p € R. Equation (1.2) has a
continuous solution depending on an arbitrary function: for any xy € (0,00)
every continuous function p, defined on the interval with the endpoints x¢ and
txg, satisfying the condition

@(txo) = @(xo) + cxf,

can be uniquely extended on (0,00) to a continuous solution of equation (1.2).

A similar situation is while looking for monotonic solutions of equation (1.2)
with p = 0, that is the equation

(1.3) p(tz) = p(z) +c.

This can be derived from a result of J. Burek and M. Kuczma [2] (see also [8,
Thm. 5.5 and Lemma 5.1] or [9, Thm. 2.3.8]; cf. [12], too).

Theorem B. Let t € (0,00) \ {1} and ¢ € R. Equation (1.3) has a monotonic
solution depending on an arbitrary function: if ¢(t —1) > 0 [e(t — 1) < 0],
then every increasing [decreasing] function o, defined on the interval with the
endpoints xo and txg, satisfying the condition

p(tzo) = ¢(ro) +¢,

can be uniquely extended on (0,00) to an increasing [decreasing] solution of
equation (1.3).

Contrary to the situation described in Theorems A and B we have the
uniqueness of monotonic solutions of equation (1.2) with p # 0 as well as
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solutions of equation (1.2) in the class of functions which are convex or concave.
The following result deals with monotonic solutions and is a particular case of
a theorem of M. Kuczma (see [7]; cf. [8, Thm. 5.3]; [9, Thm. 2.3.6], also [12]).

Theorem C. Let t € (0,00) \ {1}, ¢ € R, and p € R\ {0}. A function
¢ :(0,00) = R is a monotonic solution of equation (1.2) if and only if it is of
the form

(1.4) o(z) =az? +b
with a = ¢/ (t? — 1) and some b € R.

What concerns convex and concave solutions of (1.2) we have the following
result being an immediate corollary from a theorem of W. Krull [6] (see also
[8, Thm. 5.11] and [9, Thm. 2.4.2]).

Theorem D. Let t € (0,00) \ {1}, c€ R, and p € R.

(i) Assume that p # 0. A function ¢ : (0,00) — R is a convex or concave
solution of equation (1.2) if and only if it is of form (1.4) with a = c/(t? — 1)
and some b € R.

(ii) Assume that p = 0. A function ¢ : (0,00) = R is a convezr or concave
solution of equation (1.2) if and only if it is of the form

(1.5) p(x) =alogz+b
with a = ¢/logt and some b € R.

In the next section we formulate theorems showing that if we replace an
individual equation (1.2) by simultaneous equations (1.1) with 7" being not a
singleton, then in some cases we may expect uniqueness of solutions also in the
classes of monotonic functions (when p = 0) and continuous functions.

2. Main results

It turns out that in the case p # 0 we can determine the general solution
of simultaneous equations (1.1), defined on an arbitrary coset of the group (T)
generated by T. We have the following uniqueness result.

Theorem 2.1. Let T be a set of positive numbers and p € R\ {0}. If simulta-
neous equations (1.1) with some ¢ : T — R have a solution defined on a coset



356 W. Jarczyk

of the group (T, then there is a number a € R (not depending on the coset)
such that

(2.1) c(t)y=a(t? —1)

for every t € T. If the function ¢ : T — R is given by (2.1) with that a and
xo € (0,00), then ¢ : xo (T) — R satisfies equations (1.1) if and only if it is of
the form (1.4) with some b € R.

We should not expect a similar uniqueness result in the case p = 0 as then
condition (1.1), postulated on an individual coset, gives too little information.
Indeed, then (1.1) applied to the coset xo (T) implies

p(tro) = ¢ (zo) +c(t), teT,

which allows only to determine ¢ if we know ¢, and vice versa.

What concerns the form of subgroups of the multiplicative group of posi-
tive numbers, the situation is strongly polarized: every such a group is either
discrete, i.e. of the form {t" : n € Z} with some ¢ € (0, 00), or is a dense subset
of (0,00).

If the group (T') is dense in (0,00) we can give the form of all continuous
solutions ¢ : (0,00) — R of simultaneous equations (1.1), also in the case p =0
which is quite different from that when p # 0.

Theorem 2.2. Let T be a set of positive numbers such that the group (T is
dense in (0,00) and let p € R.

(i) Assume that p # 0. If simultaneous equations (1.1) with some ¢: T — R
have a solution defined on (0,00), then there is a number a € R such that ¢
is of form (2.1). If a € R and the function ¢ : T — R is given by (2.1), then
¢ : (0,00) = R is a continuous at a point solution of equations (1.1) if and
only if it is of form (1.4) with some b € R.

(ii) Assume thatp = 0. If simultaneous equations (1.1) with somec: T — R
have a continuous or monotonic solution defined on (0,00), then there is a
number a € R such that

(2.2) c(t) = alogt

for every t € T. If a € R and the function ¢ : T — R is given by (2.2), then
¢ : (0,00) = R is a continuous solution of equations (1.1) if and only if it is
of form (1.5) with some b € R.

The proofs of both the theorems are postponed to Section 3.

Below are two simple implementations of the density of a multiplicative
subgroup of the group G.
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Example 2.3. Let «, 8 be positive numbers with noncommensurable loga-
rithms: «, 8 : (0,00) \ {1} and loga/log ¢ Q. Then, as follows from the
Kronecker theorem (see, for instance, [3, Sec. 16, Thm. C]), the group gener-
ated by a and S, that is {a™ 8™ : m,n € Z}, is dense in (0, 00).

Example 2.4. Clearly exp Q, endowed with the usual multiplication, is a dense
subgroup of (0,00). Note, however, that any two members of it are logarithmi-
cally commensurable, so the reasons of the density here are completely different
from those occurring in Example 2.3.

3. Concluding remarks and problems

In the special case of a two-elementary set T C (0,00), generating the
dense group (T), the simultaneous equations (1.1) with p = 0 were solved by
J. Matkowski under the assumption of the continuity of ¢ at at least one point
(see [11, Thm. 1 and Cor. 1]). Thus the following question arises naturally
which we cannot answer at the moment.

Problem 3.1. Is it possible to relax the assumption of the continuity in The-
orem 2.2 (ii), replacing it by the continuity at a point?

We know nothing on the possible forms of measurable solutions of the si-
multaneous equations (1.1). For instance the following question would be of
interest.

Problem 3.2. Describe Lebesgue measurable as well as Baire measurable so-
lutions of equations (1.1) or give examples showing that the task is hopeless.

Finally observe that if ¢ : (0,00) — R is a solution of the Cauchy equation

(3.1) fltz) = f(t) + f(=),

then it satisfies also equations (1.1) with p = 0. Taking Lebesgue non-measur-
able ¢ (cf. [1, Sec. 2.1, Thm.1, and the comment after it] or [10, Thm. 9.4.3
and Cor. 5.2.2]) we see that equations (1.1) have non-measurable solutions, at
least in the case p = 0.

Problem 3.3. Are there non-measurable solutions of simultaneous equations
(1.1) withp #07¢
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4. Proofs

Proof of Theorem 2.1. If T = {1} then, by taking a = 0 and b = ¢ (zg),
we get the assertion. So, in what follows, we may assume that 7'\ {1} # 0.

Let zyp € (0,00) and let ¢ : 29 (T') — R be a solution of equations (1.1).
Thus

@ (tzo) = ¢ (zo) + c(t)xfy, teT.
The formula

7

defines an extension of ¢ to the set (T'). Clearly
(4.1) @ (trg) = @ (zo) + c(t)zg, te(T),

and, in particular, ¢(1) = 0.
We claim that

(4.2) c(st) = c(t) + c(s)tP

for every s,t € (T). At first take any s € T and ¢ € (T). Then, by (4.1), (2.1)
and again (4.1), we get

¢ (w0) + c(st)at = ¢ (stxo) = @ (o) + c(s) (tx0)” = @ (wo) + c(t)xg + c(s)t"x(,
and (4.2) follows. Thus we have shown that the set
S={se(T): c(st) =c(t) + c(s)t? foreveryt e (T)}

contains T'. To prove the claim it is enough to check that S is a subgroup of
(T). If 81,82 € S and t € (T), then

c(s1sat) = c(sat) 4+ c(s1) (s2t)” = c(t) + c(s2) ¥ + ¢ (s1) sht?
c(t) + (c(s2) + c(s1) sh) P = c(t) + ¢ (s182) 7,

whence s1s2 € S. Moreover, if s € S then
c(s7h) +c(s) (sH)’=c (ss7h) =c(1) =0,
so for every t € (T) we have

¢(s7) = e (ss7M8) — efs) (s74)" = e(t) — els) ()" 17 = e(t) + e () 17,
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that is s~ € S. Consequently, S = (T") and (4.2) holds for every s,t € (T).
Now, by virtue of (4.2), we obtain
c(t) + c(s)t? = c(s) + c(t)s?, s, t € (T),
whence

sﬂf(i)l - tzvc(i)l’ s,t € (T) \{1}.

This means that there is a number a € R such that (2.1) holds for every t € (T).
Taking any to € T\ {1} we have

c(to)
th—1

a =

and see that a actually depends on the original ¢, not on xy and ¢, and,
consequently, not on the extended c.

Since (2.1) is true for every t € (T') it follows from (4.1) that
o (tro) = p(zo) +a(t® —1)af, te(T),

and thus for any = € xo (T') we get

T z \?
o) = o(La) —pto+a((Z) -1)a
Zo Zo
= ¢(zo)+a(zl —ab) =azP +b
with b = ¢ (z0) — azh.
The rest of the assertion is obvious. [ |

To prove Theorem 2.2 we need the following auxiliary result.

Lemma 4.1. Let D be a dense subset of (0,00) and let f : (0,00) — R be
monotonic and satisfy (3.1) for allt € D and x € (0,00). Then the function f
18 CONtINuUoOuUs.

Proof. Since f is monotonic it has finite one-sided limits at every point.
Taking into account that D is dense in (0, 00) and (3.1) holds for all ¢ € D and
x € (0,00), we infer that

flz+) = f(t4) + f(z) and  [f(tz—) = f(i=) + f(2),

whence

fltz+) — f(txz—) = f(t+) — f(t—), t,z € (0,00).
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It follows that either f is continuous, or f is discontinuous at every point of
(0, 00). However, because of the monotonicity of f the second possibility cannot
occur. ]

Proof of Theorem 2.2. Let ¢ : (0,00) — R be a solution of equations
(1.1). By Theorem 2.1 there is a number a, not depending on the cosets of
the group (T), such that c¢ is of form (2.1). Moreover, we can find a function
b:(0,00) = R giving the formula

p(x) = ax? +b(y), =ey(T),

for every y € (0,00). This means that the function x — ¢(x) —aa? is constant
on every coset of the group (T"). But all of them are dense subsets of (0, c0).
Thus, if ¢ is continuous at a point, then the function z — @(x) — aaP is
constant on (0, 00).

To prove (ii) assume that p = 0, let ¢ : T — R be a function and ¢ :
(0,00) — R be a solution of simultaneous equations (1.1). Then

(4.3) p(tz) = p(x) +c(t), =€ (0,00),teT,
and a simple induction shows that for given k € N and t1,...,t; € T we have
oty .. tgx) =) +e(t) +...+c(ty), =€ (0,00).

If 1 € T then (1.1) forces ¢(1) = 0. Otherwise put ¢(1) = 0. Thus, if k € N,
tiyeeoytpy S1,.. s €TU{1} and ty ... -t =81 ... s, then

c(t)+...+c(ty)=c(s1)+...+c(sk).
It follows that the formula
c(t)y=c(tr) +...+c(t),

wheret = t;-.. . tg, t1,...,tx € TU{1}, defines a function which is an extension
of ¢ to the semigroup S(T') generated by T. Moreover, (4.3) yields

p(te) = p(x) +c(t), = € (0,00),t € S(T).
Now take any x € (0,00). Then, for all s,t € S(T),

(5o = (2 = () e

and

p)=¢ (t;) = (f) + c(t).
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Hence

©® (;gv) =(x) +c(s) —c(t), s,teS(T).

Setting here x = 1 we see that

o(s) —elt) = ¢ (3) — (1), sites(T),
and, consequently,
¢ (32) =@ +e () —e), stes@).

Thus we have proved that

¢ (tz) — p(1) = (p(x) — (1) + (¢ (t) — (1)),

that is equality (3.1), holds for all t € (T') and = € (0, 00), where f = ¢ —(1).

Assume that ¢ is continuous or monotonic. Then, by Lemma 4.1, the
function f is continuous. This means that f is a continuous solution of the
Cauchy equation (3.1), and thus (see [1, Sec.2.1, Thm. 2] or [10, Thm. 13.1.5])

p(r) =alogz + (1), =€ (0,00),
with some a € R. Moreover, setting = 1 in (4.3), we have
c(t) = ¢(t) — ¢(1) = alogt

for every t € (0,00).

The remaining assertion is clear. |
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