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Abstract. Let A be a universal Clifford algebra induced by an m-

dimensional real linear space. It is well-know that the differential operator

µ =
m∑

k=0

∂
∂xk

ek satisfies the relations µ.µ = µ.µ = ∆m+1, where µ

is the conjugate operator of µ and ∆m+1 =
m∑

k=0

∂2

∂x2
k

(see [1]). Let

m ≡ 2 (mod 4) and L(e0, eA1 , ..., eAm+1) be the invertible subspace in

A (see [3]). In this paper we give the some conditions for the generalizing

differential D∗ =
m+1∑
k=0

αk
∂

∂xk
, where αk ∈ L(e0, eA1 , ..., eAm+1) such that

any solution of a differential equation D∗u = 0 is always a solution of

Laplace’s equation ∆m+2u = 0, where ∆m+2 =
m+1∑
k=0

∂2

∂x2
k

.

1. Preliminaries

Consider the 2m−dimensional real space A with basis

E = {e0, e1, ..., em, e12, ..., e12...m}.
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The product of two elements eA, eB ∈ E is given by

eA.eB = (−1)](A∩B)(−1)P (A,B)eA∆B ; A,B ⊂ {1, 2, ..., m},

where 



P (A,B) =
∑

j∈B

P (A, j),

P (A, j) = ]{i ∈ A : i > j},

A∆B = (A\B) ∪ (B\A),

and ]A denotes the number of elements of A.
Each element a =

∑
A

aAeA ∈ A (aA ∈ IR) is called a Clifford number.

The product of two Clifford numbers a =
∑
A

aAeA; b =
∑
B

bBeB is defined by

the formula
ab =

∑

A

∑

B

aAbBeAeB .

It is easy to check that in such way A is turned into an associative non-
commutative algebra over IR. It is called the Clifford algebra.

The involution for basic vector ek1k2...kt ∈ E; k1, k2, . . . , kt ∈ {1, 2, . . . ,m}
is given by ek1...kt = (−1)

t(t+1)
2 ek1k2...kt .

For any a =
∑
A

aAeA ∈ A, we write a =
∑
A

aAeA and |a| =
(∑

A

a2
A

) 1
2

.

2. Generalizing differential operators

Definition 1 (see [3]). i) An element a ∈ A is said to be invertible if there
exists an element a−1 ∈ A such that a.a−1 = a−1.a = e0; a−1 is said to be
the inverse of a.

ii) A subspace X ⊂ A is said to be invertible if every non-zero element in
X is invertible in A.

iii) L(u1, u2, . . . , un) = lin{u1, u2, . . . , un}, ui ∈ A (i = 1, 2, . . . , n).

Let m ≡ 2 (mod 4) and L(e0, eA1 , ..., eAm+1) be the invertible subspace in
A (see [3]).
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Definition 2. i) The operator D∗ =
m+1∑
k=0

αk
∂

∂xk
, where

αk ∈ L(e0, eA1 , ..., eAm+1) (k = 0, 1, ...,m + 1)

is called a generalizing operator in A.

ii) Let αk =
m+1∑
i=0

aikeAi k = 0, 1, ..., m + 1, where eA0 = eA0 . The matrix

A = (aij)m+2 is called the symbol of D∗.

iii) The operator D∗ =
m+1∑
k=0

αk
∂

∂xk
is called the conjugate operator of D.

iv) The matrix A = (a′ij)m+2 defined by





a′0j = a0j ,

a′ij = −aij

for i = 1, ..., m + 1 and j = 0, ..., m + 1

is called the conjugate of the matrix A.

Remark. From these notations we can write

D∗ = (e0 eA1 . . . eAm+1)A
(

∂

∂x0

∂

∂x1
. . .

∂

∂xm+1

)T

,

where MT denotes the transpose of the matrix M .

Lemma 1 (see [2]). If L(e0, eA1 , ..., eAl
), eAi ∈ E, eAi 6= eAj for all

i 6= j, i, j ∈ {0, 1, . . . , l}, is invertible then

either #Aj = 4pj + 1 or #Aj = 4pj + 2 (pj ∈ IN, j = 1, l).

Proof. Suppose that there exits eAi
∈ {eA1 , eA2 , . . . , eAl

} such that

]Aj = 4pj or ]Aj = 4pj + 3.

Hence (
e0 + eAi

)
.
(
e0 − eAi

)
= e0 + eAi − eAi − eAi .eAi = 0.

So e0 + eAi is not invertible.

Lemma 2 (see [2]). L(e0, eA1 , ..., eAl
), eAi ∈ E, eAi 6= eAj for all i 6= j,

is invertible if and only if

eAieAj + eAj eAi = 0 for all i 6= j; i, j ∈ {0, 1, ..., l},
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where eA0 = e0.

Proof. Sufficiency. Suppose that eAieAj +eAj eAi = 0 fori 6= j, i, j ∈
∈ {1, 2, . . . l}. From e0eAj

+ eAj
e0 = 0, we have eAj

+ eAj
= 0, j ∈

{1, 2, . . . , l}.

Take a = a0e0 +
l∑

i=1

aieAi
∈ L(e0, eA1 , eA2 , . . . , eAl

), (a 6= 0). Write

a−1 =
1
|a|2

(
a0e0 +

l∑

i=1

aieAi

)
.

Then

aa−1 =
1
|a|2

(
a0e0 +

l∑

i=1

aieAi

)
a0e0 +

l∑

j=1

ajeAj


 =

=
1
|a|2


a2

0e0 + a0




l∑

i=1

aieAi
+

l∑

j=1

ajeAj


+

+
l∑

i=1

a2
i eAi

eAi
+

∑

i<j

aiaj(eAi
eAj

+ eAj
eAi

)


 =

=
1
|a|2

(
l∑

i=0

a2
i

)
e0 = e0.

Similarly, one can check the equality a−1a = e0.

Neccessity. Suppose that L(e0, eA1 , eA2 , . . . , eAl
) is invertible. By Lemma

1 we have

]Aj = 4pj + 1 or ]Aj = 4pj + 2, pj ∈ IN, j ∈ {1, 2, . . . , l}.

Hence
e0eAj

+ eAj
e0 = eAj

+ eAj
= 0 for j ∈ {1, 2, . . . , l}.

Suppose that there exists eAi
, eAj

∈ {eA1 , eA2 , . . . , eAl
} such that

eAieAj + eAj eAi 6= 0.

By Lemma 1 we have −eAieAj − eAj eAi 6= 0. It is easy to see that

either eAµeAν = eAν eAµ or eAµeAν = −eAν eAµ , ∀ eAµ , eAν ∈ E.
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Hence eAieAj = eAj eAi . Write a = eAi + eAj and b = eAi − eAj . Then we
get

ab =
(
eAi

+eAj

)(
eAi

−eAj

)
= e0+eAj

eAi
−eAi

eAj
−e0 = −eAj

eAi
+eAi

eAj
= 0.

So a is not invertible.

Lemma 3. The generalized differential operator D =
m+1∑
k=0

∂

∂xk
eAk

with

eA0 = e0 satisfies D.D = D.D = ∆m+2, where D =
m+1∑
k=0

∂

∂xk
eAk

is the

conjugate operator of D and ∆m+2 =
m+1∑
k=0

∂2

∂x2
k

.

Proof. By Lemma 1 and Lemma 2 we get

D.D =
m+1∑

k=0

∂

∂xk
eAk

.

m+1∑

l=0

∂

∂xl
eAl

=

=
m+1∑

k=0

∂2

∂x2
k

eAk
.eAk

+
∑

k 6=l

∂2

∂xk∂xl

(
eAk

eAl
+ eAl

eAk

)
= ∆m+2.

Similarly, one can check that D.D = ∆m+2.

Lemma 4. If the matrix A is a symbol of the generalizing differential
operator D∗ then A is the symbol of D∗.

Proof. By Lemma 1 we have ]Aj = 4pj +1 or #Aj = 4pj +2 (pj ∈ IN ; j =
= 1,m + 1). Hence eAi

= −eAi
i = 1,m + 1.

Suppose that αk =
m+1∑
i=0

aikeAi (k = 0, 1, ..., m + 1), then

αk =
m+1∑

i=0

aikeAi = a0ke0 +
m+1∑

i=1

aikeAi = a0ke0 −
m+1∑

i=1

aikeAi .

Since

D∗ =
m+1∑

k=0

αk
∂

∂xk
= (e0, eA1 , ..., eAm+1)A

(
∂

∂x0
,

∂

∂x1
, ...,

∂

∂xm+1

)T

.

The Lemma is proved.
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Definition 3. i) Let Ω be a certain open domain in IRm+2. A function
f ∈ C1(Ω;A) is said to be left monogenic in Ω if and only if D∗f = 0 in Ω.

ii) The set of left monogenic functions in Ω is denoted by H(Ω;A), and
the set of orthogonal matrices of order m + 2 is denoted by O(m + 2).

Lemma 5. Let A be the symbol of the generalizing differential operator

D∗ =
m+1∑
k=0

αk
∂

∂xk
, where αk ∈ L(e0, eA1 , ..., eAm+1). Then A = λO, where λ > 0

and O ∈ O(m + 2) if and only if
{

αiαj + αjαi = 0
αi = λ

i, j = 0, 1, . . . ,m + 1; i 6= j.

Proof. By Lemma 1 we have #Aj = 4pj +1 or #Aj = 4pj +2 (pj ∈ IN ,
j = 1,m + 1). Hence it is easy to check that eAk

eAk
= 1 and αkαk = |αk|2 for

k = 0,m + 1.

Let B = AT .A. Then bij =
m+1∑
k=0

akiakj i, j = 0, ...,m + 1. By Lemma 2

we get

αiαj + αjαi =

(
m+1∑

l=0

alieAl

)(
m+1∑

k=0

akjeAk

)
+

(
m+1∑

k=0

akjeAk

)(
m+1∑

l=0

alieAl

)
=

=
m+1∑
l=0

m+1∑
k=0

aliakj(eAl
eAk

+ eAk
eAl

) =

= 2
m+1∑
k=0

akiakj(eAk
eAk

) = 2
m+1∑
k=0

akiakj = 2bij .

Thus

A = λO, where O ∈ O(m + 2) ⇐⇒
{

bij =0 for i 6= j
bii = λ2 i, j = 0, ..., m + 1

⇐⇒
{

αiαj + αjαi = 0 for i 6= j
2αiαi = 2|αi|2 = 2bij = 2λ2 i, j = 0, 1, ...,m + 1.

Lemma 5 is proved.

Theorem. Let D∗ =
m+1∑
k=0

αk
∂

∂xk
, where αk ∈ L(eA0 , ..., eAm+1) and A be

the symbol of D∗. Then D∗D
∗

= D
∗
D∗ = λ2∆m+2 if and only if A = λO,

where O ∈ O(m + 2) and ∆m+2 =
m+1∑
k=0

∂2

∂x2
k

, λ > 0.
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Proof. By Lemma 5 we have

D∗D
∗

=

(
m+1∑

i=0

αi
∂

∂xi

)


m+1∑

j=0

αj
∂

∂xj


 =

m+1∑

i,j=0

αiαj = λ2∆m+2 ⇐⇒

⇐⇒
{

αiαj + αjαi = 0
αi|2 = λ2 for i, j = 0, 1, ...,m + 1 and i 6= j ⇐⇒

⇐⇒ A = λO.

Corollary 1. Let D∗ be a generalizing differential operator in A, f ∈
∈ H(Ω;A). If A = λO, where λ > 0, O ∈ O(m + 1), A is the symbol of D∗,
then f is the solution of Laplace’s equation ∆m+2f = 0.

Proof. From A = λO and D∗f = 0 we get D
∗
D∗f = λ2∆m+2f = 0. So

∆m+2f = 0.

Corollary 2. If the generalizing operator D∗ =
m+1∑
k=0

αk
∂

∂xk
satisfies the

relation D∗D
∗

= D
∗
D∗ = λ2∆m+2, where ∆m+2 =

m+1∑
k=0

∂2

∂x2
k

, then exits the

linear transformation yi =
m+1∑
j=0

pijxj such that D∗ =
m+1∑
k=0

∂
∂yk

eAk
.

Proof. Let A be the symbol of D∗. By Theorem we have A = λO, where

λ > 0 and O ∈ O(m + 2). If we choose P = (AT )−1 = (λOT )−1 =
1
λ

O =
1

λ2A
,

then we get

D∗ =
(
e0 eA1 . . . eAm+1

)
A

(
∂

∂x0

∂

∂x1
. . .

∂

∂xm+1

)T

=

=
(
e0 eA1 . . . eAm+1

)
APT

(
∂

∂y0

∂

∂y1
. . .

∂

∂ym+1

)T

=

=
(
e0 eA1 . . . eAm+1

) (
∂

∂y0

∂

∂y1
. . .

∂

∂ym+1

)T

.
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