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EXTREMAL PATTERN–FREE SETS
OF POSITIVE INTEGERS

L.G. Lucht (Clausthal-Zellerfeld, Germany)

Dedicated to Karl-Heinz Indlekofer
on the occasion of his sixtieth birthday

Abstract. Let σ be the family of solutions {x, y, z} ⊂ N to the equation

ax+by = cz with given coprime coefficients a, b ∈ N and c ∈ N sufficiently

large. Denote by d(A) the upper asymptotic density of the set A ⊆ N
and by d(σ) = sup

{
d(A) : A ⊆ N, (aA + bA) ∩ cA = ∅} the upper

asymptotic density bound for σ-free sets A ⊆ N, i.e. sets containing no

solution to the equation ax + by = cz. We investigate the fine structure of

σ-free sets and determine d(σ). Define the upper relative density bound
D(σ) as the limit superior of the sequence of maximal ratios |A|/n taken

over all σ-free finite setsA ⊆ {1, . . . , n}. We show that D(σ) exceeds d(σ)
by constructing a sequence of σ-free finite sets that is likely to be optimal.

1. Introduction

In two stimulating papers [6] and [7] from 1993 and 1995 Ruzsa reports
on methods, results and open problems concerning extremal sets of positive
integers containing no solution to a linear equation of the form

(1.1) a1x1 + · · ·+ akxk = b
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with integer coefficients a1, . . . , ak, b. A general definition of such patterns was
already given in [4] (see also Klotz [3]):

A pattern σ is a nonempty family of nonempty finite subsets of N. It is
called invariant if kS ∈ σ and k + S ∈ σ for all S ∈ σ and k ∈ N. A set A ⊆ N
is called σ-free if no subset of A belongs to σ.

Clearly many very different problems of number theory can be put into
the frame of extremal pattern-free sets, e.g. the problem of the distribution
of primes, the Fermat problem, and the problem of progression-free sets. In
particular, equation (1.1) corresponds to the system

(1.2) σ =
{{x1, . . . , xk} ⊂ N : a1x1 + · · ·+ akxk = b

}
,

which is invariant if and only if b = 0 and a1 + · · ·+ ak = 0. In order to avoid
trivial solutions x1 = . . . = xk to the defining equation a1x1 + · · · + akxk = 0
(implying that the only σ-free set is the empty set), the condition that xi 6= xj

for some indices i, j then has to be added in the definition of σ.
The property of a σ-free set to be extremal depends on the underlying

concept of density. The monograph of Ostmann [5] informs about various
density concepts. We restrict our consideration to the following: for a set A
of positive integers let A(n) :=

∣∣A∩{1, . . . , n}∣∣ denote the number of elements
a ∈ A with a ≤ n. Then A is characterized by the ratios

ρ(A, n) :=
A(n)

n
(n ∈ N),

and the upper asymptotic density d(A) is defined by

d(A) := lim sup
n→∞

ρ(A, n).

For a given pattern σ, the density of (infinite) σ-free sets is bounded above by
the upper asymptotic density bound

(1.3) d(σ) := sup
{
d(A) : A ⊆ N σ−free

}
.

On the other hand, the maximum values

m(σ, n) := max
{
ρ(A, n) : A ⊆ {1, . . . , n} σ−free

}

taken over all σ-free subsets of {1, . . . , n} lead to the upper relative density
bound

(1.4) D(σ) := lim sup
n→∞

m(σ, n)
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for (finite) σ-free sets. Since every subset of a σ-free set is again σ-free, it
follows that

(1.5) d(σ) ≤ D(σ) .

By replacing the lim sup in (1.3) and (1.4) by the lim inf the corresponding
lower density bounds d(σ) and D(σ) are obtained.

Due to Szemerédi’s results [9], [10] on progression-free sets, the above
density bounds vanish for invariant systems σ defined by (1.2), whereas they
are positive for non-invariant systems. Namely, in the latter case the residue
class 1 mod q is σ-free for suitably chosen q ∈ N. In recent papers Chung and
Goldwasser [2], Schoen [8], Baltz and Schoen [1] solve some of Ruzsa’s problems
by considering non-degenerate systems of the form

(1.6) σ =
{{x, y, z} ⊂ N : ax + by = cz

}
(a, b, c ∈ N)

with coefficients a = b = 1 or a = c = 1. In fact, some answers are already
contained in the paper [4] from 1976 which seems to have been overlooked.

We recall that the sum set X +Y and the multiple set λX of sets X, Y ⊆ R
with λ ∈ R consist of the sums x + y and the products λx, respectively, with
x ∈ X and y ∈ Y . Then, with σ defined in (1.6), an equivalent set-theoretical
formulation of the condition on A to be σ-free is

(aA+ bA) ∩ (cA) = ∅.

The aim of this note is to investigate the fine structure of extremal σ-free
sets, where σ is defined by (1.6) with arbitrary coprime coefficients a, b, c ∈ N,
a ≤ b, and c sufficiently large. This leads to results on the density bounds d(σ)
and D(σ). The first theorem (compare [4], see also Schoen [8], Theorem 3)
determines d(σ).

Theorem 1. Let the system σ be defined by (1.6) with a, b, c ∈ N satisfying
c ≥ 2ab(a + b), a ≤ b and gcd(a, b) = 1. Then

(1.7) d(σ) =
c2 − c(a + b)
c2 − a(a + b)

.

The proof of Theorem 1 is based on structural properties of σ-free sets
studied in Sections 2 to 4. In fact, they also yield that the lower bound 2ab (a+
+b) for c is sharp in general, which is seen in Sections 2 and 3 for the special
case of (1.6) with a = b = 1 and c = 3.

The next theorem presents a lower bound for D(σ) and shows that the
inequality (1.5) is strict in general.
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Theorem 2. Let the system σ be defined by (1.6) with a, b, c ∈ N satisfying

c ≥ 2ab(a + b), a ≤ b and gcd(a, b) = 1. Then, with q :=
a + b

c
, α :=

aq

c
and

β :=
bq

c
,

(1.8) D(σ) ≥





(1− q)
1− α2

1− α− α2
for a = b,

(1− q)
1− β + α

1− β
for a < b.

In particular, D(σ) > d(σ).

The proof of Theorem 2 is based on a construction of finite σ-free sets in
Section 5. Baltz and Schoen [1] have obtained equality in (1.8) for a = b = 1,
and it is very likely that this is generally true under the assumptions of Theorem
2.

2. The construction of extremal infinite σ-free sets

For a ≤ b and a + b < c we have q :=
a + b

c
< 1 and observe that qn <

< x, y, z ≤ n implies (a + b) qn < ax + by ≤ (a + b)n = cqn < cz ≤ cn. Hence
the segment S = (qn, n]∩N yields disjoint sets aS+ bS and cS and therefore is
σ-free. The idea of constructing infinite σ-free sets consists in taking the union
of sufficiently distant segments S. Clearly we proceed by induction: Suppose
that Ak ⊂ N for some k ∈ N is a non-empty σ-free union of such segments
Sj with j ≤ k on the left to the segment Sk+1 := (qnk+1, nk+1] ∩ N. Then
Ak+1 := Ak ∪ Sk+1 is σ-free if the minimal element of aSk+1 + bAk exceeds
the maximal element of cAk. This means cnk ≤ aqnk+1 + bminAk, which is
satisfied if cnk ≤ aqnk+1 or, equivalently,

nk+1 ≥ c

aq
nk =

c2

a (a + b)
nk .

Therefore we set

(2.1) nk :=
(

c2

a(a + b)

)k

, Sk :=
(

a + b

c
nk, nk

]
∩ N (k ∈ N)
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and define

(2.2) A :=
⋃{Sk : k ∈ N}

.

Lemma 1. For a, b, c ∈ N with a ≤ b and q :=
a + b

c
< 1, let σ denote

the system (1.6). Then the set A defined by (2.1) and (2.2) is σ-free. Its upper
asymptotic density is given by

d(A) =
c2 − c(a + b)
c2 − a(a + b)

.

In particular,
A(nk)− d(A)nk ¿ k.

Proof. The first assertion is an immediate consequence of the preceding
construction. In order to determine d(A) we have to consider the arithmetic
means ρ(A, nk) for k →∞. We obtain A(nk) = (1− q)nk + A(nk−1) +O(1),
from which we derive

A(nk) = (1− q)nk

∑

0≤κ<k

(
c2

a(a + b)

)κ

+O(k) =
c2 − c(a + b)
c2 − a(a + b)

sk +O(k).

This completes the proof.

We remark that our construction fails to be optimal for small values of c.
For instance, if a = b = 1 and c = 3, then Lemma 1 only yields d(σ) ≥ 3/7,
whereas the σ-free set of all odd positive integers has the asymptotic density
1/2 so that d(σ) ≥ 1/2. However, the next sections show that our construction
is optimal concerning d(σ), for all sufficiently large values of c.

3. Gaps

The idea consists in showing that σ-free sets A with sufficiently large upper
asymptotic density d(A) necessarily have large gaps. Let ε > 0. Due to the
definition of the least upper bound there exists a number n0 = n0(A) such that
for all n ≥ n0

(3.1) A(n) ≤ (
d(A) + ε

)
n,
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and there exist infinitely many n ∈ N satisfying

(3.2) A(n) ≥ (
d(A)− ε

)
n.

This gives the trivial part of the next lemma.

Lemma 2. Let A ⊆ N be σ-free, where σ is defined by (1.6) with a, b, c ∈
∈ N, a ≤ b, gcd(a, b) = 1 and c > a(a + b). Then, for every ε > 0, there is a
strictly increasing unbounded sequence of numbers n such that both inequalities
(3.1) and (3.2) are valid. Moreover, there exists a constant K > 0 depending
only on σ and A such that for all sufficiently large n of this kind the following
statements hold:

(a) If d(A) > 1− 1
a + b

then
∣∣∣∣A ∩

(
b

c
n,

a + b

c
n

]∣∣∣∣ ≤ Kεn.

(b) If d(A) > 1− 1
2b

then A ∩
(

a

c
n,

b

c
n

]
= ∅.

(c) If d(A) > 1− 1
2ab

then A ∩
(

1
c
n,

a

c
n

]
= ∅.

The proof of Lemma 2 is based on a simple combinatorial argument.

Lemma 3. Let A ⊆ N be σ-free, where σ is defined by (1.6) with a, b, c ∈
∈ N, c > a(a+ b), a ≤ b and gcd(a, b) = 1. For an interval I ⊂ [0,∞) of length
λ(I) < ∞ and for ζ ∈ A let Ix, Iy ⊂ R be determined by aIx = cζ − bIy = I.
Then ∣∣A ∩ Ix

∣∣ +
∣∣A ∩ Iy

∣∣ ≤
(

1
a

+
1
b
− 1

ab

)
λ(I) + 2.

Proof. We count the combinations ax ∈ I and cζ−by ∈ I with x ∈ A∩Ix

and y ∈ A ∩ Iy. Since A is σ-free, they are distinct and belong to the residue
classes 0 mod a and cζ mod b. Their total number is at most the number of
elements of the union of these residue classes contained in I. The assertion
now follows from the inclusion-exclusion principle.

Proof of Lemma 2. (a) We may assume that there exists some ζ ∈
∈ A ∩

(
b

c
n,

a + b

c
n

]
. By choosing I =

(
cζ − bn, an

]
in Lemma 3 we obtain

with Ix =
(

cζ − bn

a
, n

]
and Iy =

[
cζ − an

b
, n

)
that

A
(
n
)−A

(
cζ − bn

a

)
+A

(
n
)−A

(
cζ − an

b

)
≤

(
1
a

+
1
b
− 1

ab

) (
(a+b)n−cζ

)
+3.
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By inserting inequalities (3.1) and (3.2) and rearranging we see that

2
(
d(A)− ε

)
n ≤

≤
(

1
a

+
1
b
− 1

ab

) (
(a + b)n− cζ

)
+

(
d(A) + ε

)(
cζ − bn

a
+

cζ − an

b

)
+ 3n0

or, equivalently,
(

d(A)− 1 +
1

a + b

)
a + b

ab

(
(a + b)n− cζ

) ≤

≤ ε

((
2− a

b
− b

a

)
n +

(
1
a

+
1
b

)
cζ

)
+ 3n0.

Since cζ ≤ (a + b)n, the right hand side is at most 4εn + 3n0, and we conclude

from d(A) > 1− 1
a + b

that (a + b)n− cζ ≤ Kεn. Consequently

ζ ≥ a + b

c
n−Kεn

for all admissible n ≥ n0

ε
, with some constant K > 0 depending only on σ and

A. This gives (a) and, in addition, shows that d(A) < 1.

(b) Suppose to the contrary that there exists some ζ ∈ A∩ (
a
c n, b

cn
]
. We

choose I =
(
0, an

]
in Lemma 3 so that Ix =

(
0, n

]
and Iy =

[
cζ−an

b , cζ
b

)
. This

gives

A(n) + A

(
cζ

b

)
−A

(
cζ − an

b

)
≤

(
1
a

+
1
b
− 1

ab

)
an + 3.

On using the trivial estimate

A(n)−A

(
cζ

b

)
≤ n− cζ

b

and inserting inequalities (3.1), (3.2) we obtain

(3.3)
(
1− d(A)

)cζ − an

b
≤ −

(
2d(A)− 2 +

1
b

)
n + 3εn + 3.

It follows from 1 − 1
2b

< d(A) < 1 that the right hand side is negative for

all sufficiently large admissible n if ε is small enough. This gives cζ < an, a
contradiction.
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(c) Again, suppose to the contrary that there exists some ζ ∈ A∩(
1
cn, a

c n
]
.

For I =
(
0, n

]
Lemma 3 implies Ix =

(
0, n

a

]
, Iy =

[
cζ−n

b , cζ
b

)
and

A

(
cζ

a

)
−A

(
cζ − n

a

)
+ A

(n

b

)
≤

(
1
a

+
1
b
− 1

ab

)
n + 3.

The trivial estimates

A(n)−A

(
cζ

a

)
≤ n− cζ

a
, A(n)−A

(n

b

)
≤ n− n

b

combined with inequalities (3.1) and (3.2) lead to

2
(
d(A)− ε

)
n ≤

(
2 +

1
a
− 1

ab

)
n− cζ

a
+

(
d(A) + ε

)cζ − n

a
+ n0 + 3

or, equivalently,

(3.4)
(
1− d(A)

)cζ − n

a
≤ −

(
2d(A)− 2 +

1
ab

)
n + 2εn + 3n0.

It follows from d(A) > 1 − 1
2ab

that the right hand side is negative for all

sufficiently large admissible n and ε small enough. This gives cζ < n, a
contradiction, which completes the proof of Lemma 2.

Corollary 1. Under the assumptions of Lemma 2 the upper asymptotic
density bound for σ-free sets A ⊆ N satisfies

(3.5) d(σ) ≤ max
{

1− 1
2ab

, 1− a + b− 1
c− 1

}
.

In particular, the system σ defined according to (1.6) by x + y = 3z satisfies
d(σ) = 1/2.

Proof. We may assume that d(σ) > 1− 1
2ab

. For ε > 0 sufficiently small,

let A ⊆ N be a σ-free set satisfying

(3.6) d(σ) ≥ d(A) ≥ d(σ)− ε > 1− 1
2ab

,
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and let numbers n ∈ N be chosen sufficiently large such that (3.1) and (3.2)
are satisfied. Then Lemma 2 yields the estimate

A(n) ≤ A
(n

c

)
+ 3Kεn + n− a + b

c
n

with some constant K = K(σ,A) > 0. Combined with (3.1) and (3.2), it
follows that

d(σ) ≤ c− a− b

c− 1
+ K ′ε

with some constant K ′ = K ′(σ,A) > 0, which gives (3.5).

Finally, for a = b = 1 and c = 3 inequality (3.5) yields d(σ) ≤ 1/2, and
we already know from the remark closing Section 2 that d(σ) ≥ 1/2. Hence
d(σ) = 1/2.

4. An injective mapping

Lemma 2 asserts that the contribution of the interval
(

n
c , a+b

c n
]

to the

σ-free set A is minor if the quotient ρ(A, n) = A(n)
n is large enough. We observe

that the sets A constructed in the proof of Lemma 1 share this property even

in the larger interval
(

a(a+b)
c2 n, a+b

c n
]
. Estimating the contribution of the

remaining subinterval
(

a(a+b)
c2 n, n

c

]
to A requires the following lemma.

Lemma 4. Let A ⊆ N be σ-free, where σ is defined by (1.6) with a, b, c ∈
∈ N, a ≤ b, gcd(a, b) = 1 and c ≥ 2ab(a + b), and let c := c′gcd(b, c). If

d(A) > 1− 1
2ab

,

then there exists a complete residue system E ⊆ A mod a of numbers distinct
mod c′.

Proof. It suffices to show that every subset Aρ = {m ∈ A : m ≡ ρ mod a}
contains at least a numbers η′ρ that are distinct modulo c′. Since gcd(a, b) = 1
and c′ > a, the numbers ηρ appear as an appropriate selection from the numbers
η′ρ.
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Suppose, to the contrary, that one of the sets Aρ, say Aρ′ , contains less
than a elements distinct modulo c′. Then the upper asymptotic density αρ′ =

= d(Aρ′) satisfies αρ′ <
a

c′
. Combined with the estimates

1− 1
2ab

< d(A) ≤ α0 + α1 + · · ·+ αa−1 ≤
(

1− 1
a

)
+ αρ′

and gcd(b, c) ≤ b it follows that c < 2a2b, which is a contradiction.

In order to complete the proof of Theorem 1 let A ⊆ N be a σ-free
set satisfying (3.6), with ε > 0 sufficiently small. Let numbers n ∈ N be
chosen sufficiently large according to (3.1) and (3.2). We distinguish two cases
concerning the intersection of A with

Iz :=
(

a(a + b)
c2

n,
n

c

]
.

Case 1. A ∩ Iz = ∅: Then, by Lemma 2,

(4.1) A(n) ≤ A

(
a(a + b)

c2
n

)
+

(
1− a + b

c

)
n + Kεn.

By inserting (3.1) and (3.2) we obtain

d(A)
(

1− a(a + b)
c2

)
≤ 1− a + b

c
+ K ′ε

with some constant K ′ = K ′(σ,A) > 0, which leads to

d(σ) ≤ c2 − c(a + b)
c2 − a(a + b)

,

as was stated in Theorem 1.

Case 2. A∩ Iz 6= ∅: The idea is to count the combinations cz− bη and ax
in the interval

I :=
(

a(a + b)
c

n, n

]

with z, x ∈ A for suitably chosen η ∈ A. Observe that z ∈ A ∩ Iz for cz ∈ I
and x ∈ A ∩ Ix for ax ∈ I, where

Ix :=
(

a + b

c
n,

n

a

]
.
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Lemma 4 yields the existence of a fixed subset E ⊆ A with the property: For
each z ∈ A ∩ Iz there exists an η = η(z) ∈ E such that

(i) ϕ(z) := cz − bη(z) ≡ 0 mod a,

(ii) the mapping ϕ : A ∩ Iz → I ∪ (I − bE) is injective.

Then all numbers ax, ϕ(z) = cz−bη(z) with x ∈ A∩Ix, z ∈ A∩Iz are distinct,
belong to the residue class 0 mod a as well as to I ∪ (I − bE). It follows that

A
(n

a

)
−A

(
a + b

c

)
+A

(n

c

)
−A

(
a(a + b)

c2
n

)
≤

(
1
a
− a + b

c

)
n+max E+2.

Observing that

A(n)−A
(n

a

)
≤ n− n

a
and A

(
a + b

n
n

)
≤ A

(n

c

)
+ Kεn

we obtain

A(n) ≤ A

(
a(a + b)

c2
n

)
+

(
1− a + b

c

)
n + K ′εn

with some constant K ′ = K ′(σ,A). This is (4.1) again with K replaced by K ′,
and the proof of Theorem 1 is complete.

5. The construction of finite σ-free sets

For the construction of finite σ-free sets A ⊆ {1, . . . , n} we follow the
strategy of Section 2 and use the same notation. For fixed k ∈ N let numbers
nj ∈ N with n1 = n > n2 > . . . > nk be chosen such that the σ-free segments

(5.1) Sj = (qnj , nj ] ∩ N (j = 1, . . . , k)

with q =
a + b

c
< 1 are pairwise disjoint. Their union

A = S1 ∪ . . . ∪ Sk

is σ-free if, for j = 2, . . . , k, the largest element of c(Sk ∪ . . . ∪ Sj) is less than
the smallest element of a(Sj−1 ∪ . . . ∪ S1) + bA. This gives

(5.2) n1 = n, cnj ≤ aqnj−1 + bqnk (j = 2, . . . , k).
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From

(5.3) |A| = (1− q)(n1 + · · ·+ nk) + r with |r| ≤ k

we see that the largest possible value with respect to our construction occurs
if the inequalities (5.2) turn to equations

(5.4) n1 = n, nj = αnj−1 + βnk (j = 2, . . . , k),

where α :=
aq

c
and β :=

bq

c
. In contrast to Section 2 the resulting recursion

may not be simplified by omitting the second term on the right hand side.
By multiplying with α−j in (5.4), summing over j = 2, . . . , j′ ≤ k and

replacing j′ by j we get

nj = αj−1n +
1− αj−1

1− α
βnk (j = 1, . . . , k).

For j = k it follows that

nk =
(1− α)αk−1

1− (α + β) + αk−1β
n

and therefore

(5.5) nj =
1− (α + β) + αk−jβ

1− (α + β) + αk−1β
αj−1n (j = 1, . . . , k).

Summation leads to

n1 + · · ·+ nk =
(

1− (α + β)
1− (α + β) + αk−1β

1− αk

1− α
+

kαk−1β

1− (α + β) + αk−1β

)
n

or, equivalently,

n1 + · · ·+ nk =
1 + tk
1− α

n

with

(5.6) tk =
(1− α)

(
(k − 1) β − α

)

1− (α + β) + αk−1β
αk−1.

We insert this into (5.3) to obtain

(5.7) |A| = 1− q

1− α
(1 + tk) n + r with |r| ≤ k.
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In particular, it follows that

(5.8) t1 = −α, t2 =
α(β − α)

1− β
, t3 =

α2(2β − α)
1− β − αβ

.

Part (a) of the following lemma is already verified.

Lemma 5. Let σ be given by (1.6) with a, b, c ∈ N, a ≤ b, gcd(a, b) = 1
and c > ab(a+ b). For k ∈ N fixed and n ∈ N sufficiently large, let the numbers
n1, . . . , nk ≥ 1 and the segments S1, . . . ,Sk be defined according to (5.1) and

(5.5), where q =
a + b

c
, α =

aq

c
, β =

bq

c
. Then the following assertions hold:

(a) The set A = S1 ∪ . . . ∪ Sk ⊆ {1, . . . , n} is σ-free with

|A| = 1− q

1− α
(1 + tk)n + r (|r| ≤ k)

elements, where tk is given by (5.6).

(b) If a = b then the maximal number |A| of elements is taken for k = 3, in
which case A = S1 ∪ S2 ∪ S3 with n1 = n, n2 = (1−β)α

1−β−αβ n, n3 = α2

1−β−αβ n

and

|A| = (1− q)
1− α2

1− α− α2
n + r (|r| ≤ 3).

(c) If a < b then the maximal number |A| of elements is taken for k = 2, in
which case A = S1 ∪ S2 with n1 = n, n2 = α

1−β n and

|A| = (1− q)
1− β + α

1− β
n + r (|r| ≤ 2).

Proof. For the proof of (b) and (c) it suffices to verify that the sequence
of numbers tk, from the first positive term on, strictly decreases. From (5.8)
we see that this is the term t3 for a = b and the term t2 for a < b. With k∗ = 3
or k∗ = 2 we thus estimate for k ≥ k∗:

tk
tk+1

=
1
α

(k − 1)β − α

kβ − α

1− (α + β) + αkβ

1− (α + β) + αk−1β
>

>
1
α

(k∗ − 1)β − α

k∗β − α

1− (α + β)
(1− α)(1− β)

≥

≥ (k∗ − 1)β − α

k∗β − α

1− (α + β)
α

.
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Since
(k∗ − 1)β − α

k∗β − α
=

(k∗ − 1)b− a

k∗b− a
≥ 1

2b
,

we obtain for c ≥ ab(a + b) + 1 that

tk
tk+1

≥ 1− (α + β)
2bα

=
c2 − (a + b)2

2ab(a + b)
> 1.

Finally insertion of the value of tk∗ for k∗ = 3 and k∗ = 2 into (5.7) yields the
asserted formulas for |A| and at the same time proves Theorem 2.

The description of the fine structure of extremal finite σ-free sets seems to
be more complicated than in the infinite case. Baltz and Schoen [1] consider
the special case a = b = 1 and explicitly construct an injective mapping from
any σ-free set A ⊆ {1, . . . , n} into a σ-free union A′ of segments Sj of the type
(5.1) so that |A| ≤ |A′|. Further they use a result of Chung and Goldwasser
[2] which originally states that the maximum measure of a union of intervals
M ⊆ (0, 1] containing no real solution to x + y = cz is attained for the union
M of three specific subintervals of (0, 1] (compare our Lemma 5 (b)). In the
general case of systems σ defined by an equation ax + by = cz with a, b, c ∈ N,
a < b, and c sufficiently large, we conjecture the optimality of the lower bound
for D(σ) in Theorem 2.

We remark that in this case the method of Section 3 can be used to show
that extremal finite σ-free sets necessarily have large gaps, too. Let ε > 0. Due
to the definition of D(σ) there exists a number n0 = n0(ε, σ) such that for all
n ≥ n0 and all σ-free sets A ⊆ {1, . . . , n}

(5.9) ρ(A, n) ≤ D(σ) + ε,

and there exist infinitely many n ∈ N and σ-free sets A ⊆ {1, . . . , n} satisfying

(5.10) ρ(A, n) ≥ D(σ)− ε.

Now the proof of the following lemma follows precisely that of Lemma 2 with
D(σ) instead of d(A).

Lemma 6. Let σ be given by (1.6) with a, b, c ∈ N, a ≤ b, gcd(a, b) = 1
and c > a(a + b). Then, for every ε > 0, there are infinitely many numbers
n ∈ N and σ-free sets A ⊆ {1, . . . , n} such that both inequalities (5.9) and
(5.10) are valid. Moreover, there exists a constant K > 0 depending only on
σ such that for all numbers n and σ-free sets A ⊆ {1, . . . , n} of this kind the
following statements hold:
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(a) If D(σ) > 1− 1
a + b

then
∣∣∣∣A ∩

(
b

c
n,

a + b

c
n

]∣∣∣∣ ≤ Kεn.

(b) If D(σ) > 1− 1
2b

then A ∩
(

a

c
n,

b

c
n

]
= ∅.

(c) If D(σ) > 1− 1
2ab

then A ∩
(

1
c
n,

a

c
n

]
= ∅.

A recursive application of Lemma 6 would suffice to obtain equality in
Theorem 2, at least for a = 1, if the open problem whether D(σ) = D(σ) could
be decided positively.
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