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ON LINEAR COMBINATIONS
OF q–ADDITIVE FUNCTIONS

K.-H. Indlekofer (Paderborn, Germany)
I. Kátai (Budapest, Hungary)

1. Let q ≥ 2, A = {0, 1, . . . , q − 1}, ε(n)(∈ A) be the sequence of the
digits in the q-ary expansion of n,

(1.1) n =
∑

εj(n)qj .

Let Aq be the set of real valued q-additive functions. We say that f : N0(=
= N ∪ {0}) → R belongs to Aq, if f(0) = 0 and

(1.2) f(n) =
∞∑

j=0

f(εj(n)qj)

holds for every n.
Let 1 ≤ a1 < a2 < . . . < ak (< q), (ai, q) = 1, (ai, aj) = 1 for every i and

j 6= i. Let furthermore f1, . . . , fk ∈ Aq,

(1.3) l(n) := f1(a1n) + f2(a2n) + . . . + fk(akn).

We say that a function g : N → R is ”tough” if there is a sequence EN

such that

(1.4)





lim sup
N→∞

1
qN

#
{
n < qN

∣∣ |f(n)− EN | > K
}

:= c(K),

c(K) → 0 (K →∞).

We say that g is ”bounded in mean” if (1.4) holds with EN = 0.
Let α > 0. We say that g belongs to the class Lα, if

(1.5) lim sup
x→∞

1
x

∑
n<x

|g(n)|α < ∞.
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The following assertions are quite obvious.

Theorem 1. The function f ∈ Aq is tough if and only if

(1.6)
∞∑

j=0

∑

b∈A

f2(bqj) < ∞.

Theorem 2. Let f ∈ Aq. f is bounded in mean if and only if (1.6) holds
and

(1.7) E∗
N :=

1
q

N−1∑

j=0

∑

b∈A

f(bqj)

is bounded.

Theorem 3. Let f ∈ Aq. If f is bounded in mean, then f ∈ Lα for each
α > 0.

Remark. The opposite assertion is clear. Theorems 1,2 are well-known
in probability theory.

Let

mj :=
1
q

q−1∑

b=0

f(bqj), E∗
N =

N−1∑

j=0

mj ,

X0, X1, . . . be a sequence of independent random variables,

P (Xj = f(bqj)−mj) = 1/q (b ∈ A) b = 0, . . . , q − 1

and let
YN = X0 + . . . + XN−1.

Let us prove Theorem 3. Assume that f is bounded in mean, that is (1.6)
holds and (1.7) is bounded.

It is clear that EXj , the mean value of Xj , is zero, furthermore that Xj →
→ 0 (j →∞) in measure.

Let k ≥ 1. Then

Y 2k
N =

∑
α1+...+αr=2k

αν≥1

c(α1, . . . , αr)
∑

Xα1
i1

. . . Xαk
ir

,
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where the coefficient c(α1, . . . , αr) depends only on k. From the independency
of X0, . . . , XN−1 we obtain that E

(
Xα1

i1
. . . Xαk

ir

)
= 0 if αν = 1 for some ν.

Furthermore ∣∣E (
Xα1

i1
. . . Xαr

ir

)∣∣ ≤ C · E (
X2

i1

)
. . . E

(
X2

ir

)

with some constant C which may depend on k.
Consequently from (1.6) we have that

E
(
Y 2k

N

) ¿
∑

r≤k




N−1∑

j=0

E2 (Xj)




r

¿ Ck.

The proof is completed.

2. In our paper [2] we proved the following theorem which we state here
as

Lemma 1. Assume that l(n) is defined by (1.3), and the conditions, stated
there, are satisfied. Then l(n) is ”tough” if and only if there exist γ1, . . . , γk ∈ R
such that a1γ1 + . . . + akγk = 0, and for ψl(n) = fl(n)− γln

(2.1)
∑

j

∑

b

ψ2
l (bqj) < ∞ (l = 1, . . . , k).

Let

E
(l)
N =

1
q

N−1∑

j=0

∑

b∈A
ψl(bqj),

(2.2) EN = E
(1)
N + . . . + E

(k)
N .

Furthermore, l(n) is bounded in mean, if (2.1) is satisfied and (2.2) is bounded.

By using the argument which was applied by the proof of Theorem 3, we
obtain

Theorem 4. Let l(n) as is (1.3). If l(n) is bounded in mean, then so are
fj(n) (j = 1, . . . , k), and l ∈ Lα for every α > 0.

3. The log n is a very special function among the additive arithmetical
functions. Somehow its role is played by cn among the q-additive functions.

The function f(n) = n has a simple distribution, if we normalize appro-
priately:

(3.1) lim
x→∞

1
x

#
{

n < x
∣∣∣ n

x
< y

}
= G(y),
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G(y) =





y if y ∈ [0, 1],
1 if y ≥ 1,
0 if y ≤ 0.

Theorem 5. Assume that f ∈ Aq, and

(3.3) lim
N→∞

1
x

{
n < qN

∣∣∣∣
f(n)

x
< y

}
= G(y).

Then f(n) = n + h(n), and
h(n)

n
→ 0 (n →∞).

Proof. Assume that (3.3) holds. Let

Fx(y) :=
1
x

#
{

n < x

∣∣∣∣
f(n)

x
< y

}
.

Since G is continuous, therefore the convergence of FqN (y) → G(y) is uniform
in y.

First we prove that

lim sup
N→∞

f(bqN )
bqN

≤ 1, b = 1, . . . , q − 1,

lim inf
N→∞

f(bqN )
bqN

≥ −1/b, b = 1, . . . , q − 1.

Let δ > 0 be an arbitrary small constant, and N →∞.
From (3.3) we obtain that for all but o(x) of the integers ν ≤ x,

f(ν) ∈ [−δx, (1 + δ)x] .

Let us consider the integers n ∈ [
bqN , (b + 1)qN

]
. A typical integer m

can be written as m = bqN + ν, ν < qN . Since

−δqN < f(m) ≤ (b + 1 + δ)qN

for all but o(qN ) integers, and for ε > 0 the number of the integers ν satisfying
f(ν)
qN

∈ (1− ε, 1 + ε) has a positive proportion, therefore

f(bqN )
qN

+ 1 ∈ [−δ − ε, b + 1 + δ + ε] ,
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and so
f(bqN )

bqN
< 1 +

δ + ε

b
,

if N is large enough. Thus

lim sup
N→∞

f(bqN )
bqN

≤ 1.

Similarly, we can prove that

lim inf
f(bqN )

bqN
≥ −1/b.

Let c ∈ {1, . . . , q}. Count the integers n < cqN for which
f(n)
cqN

< y. We

subdivide the set of those n according to the leading digit.
If n = bqN + ν, then

f(n)
cqN

< y if and only if
f(ν)
cqN

< y − f(bqN )
cqN

,

i.e. if
f(ν)
qN

< cy − f(bqN )
qN

.

Hence we obtain that

cqNFcqN (y) =
c−1∑

b=0

qNFqN

(
cy − f(bqN )

qN

)
,

and from (3.3) we obtain that

(3.4) cG(y) =
c−1∑

b=0

G

(
cy − f(bqN )

qN

)
+ O(εN ),

where εN → 0 as N →∞. The relation (3.4) is valid uniformly in y. Thus

c−1∑

b=0

G

(−f(bqN )
qN

)
→ 0 (N →∞)
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which proves that

lim inf
f(bqN )

bqN
≥ 0.

Assume that lim inf
N→∞

f(bqN )
bqN

< 1 holds for some b. Let b be the smallest

digit with this property. Let

f(bqNj )
bqNj

→ 1−∆ (j →∞),

f(sqNj )
sqNj

→ 1 as s = 1, . . . , b− 1, j →∞.

Choose c = b + 1. Then

cG(y) = G(cy − (c− 1)(1−∆)) +
c−2∑
s=0

G(cy − s).

Put now y =
c− 1

c
. Then

c− 1 = cG

(
c− 1

c

)
= G(∆(c− 1)) +

c−2∑
s=0

G(c− 1− s).

The sum on the right is c − 1, G(c − 1 − s) = 1 for s = 0, . . . , c − 2,
consequently G(∆(c − 1)) = 0, and so ∆(c − 1) ≤ 0, which by ∆ ≥ 0 implies
that ∆ = 0. The proof is ready.

4. Let a1, . . . , ak, q be as earlier, f1, . . . , fk be integer valued q-additive
functions. For some integers m1, . . . , mk let

(4.1) δm1,...,mk
(u1, . . . , uk) =

= lim
x→∞

1
x

# {n ≤ x | fj(ajn) ≡ uj (mod mj), j = 1, . . . , k} ,

assuming that the limit exists.
Let P be the set of ”generating elements”,

P =
{
bqj | b ∈ A, j = 0, 1, 2, . . .

}
.
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Theorem 6. Assume that (mi,mj) = 1, (ai,mi) = 1 for i = 1, . . . , k, j 6=
6= i. Let ∆j be the largest divisor of mj for which ∆j | fj(π) holds for all but
finitely many π ∈ P.

The relation

(4.2) δm1,...,mk
(u1, . . . , uk) =

1
m1 . . . mk

holds for every uj = 0, . . . ,mj − 1 (j = 1, . . . , k) if and only if ∆1 = ∆2 =
= . . . = ∆k = 1.

Proof. I. Assume that the limit in (4.1) exists for every u1, . . . , uk. Let
m∗

1 | m1, . . . ,m
∗
k | mk. Then δm∗

1 ,...,m∗
k

(v1, . . . , vk) exists for every v1, . . . , vk.
If the distribution is uniform for {m1, . . . , mk}, (i.e. if (4.2) holds), then it is
uniform for {m∗

1, . . . ,m
∗
k} as well.

II. If the distribution of {f1(a1n) (mod m1), . . . , fk(akn) (mod mk)} is
uniform, and {i1, . . . , ih} is a subset of {1, . . . , k}, then the distribution of

{fil
(ail

n) mod mil
| l = 1, . . . , h}

is uniform. Especially
{fi(ain) mod mi}

is distributed uniformly.

III. Let m > 1, a ∈ N, (a,m) = (m, q) = (a, q) = 1, f ∈ Aq, f(n) ∈
∈ Z (n ∈ N). Assume that for some l0 ∈ N0, f(nql0) ≡ 0 (mod m). Then the
limit distribution of f(an) (mod m) exists and it is non-uniform.

Indeed, let us write n as n = n0 + ql0n1, s(n) = n1, T (n) = n1 =
[

n

ql0

]
.

Then an = s(an) + ql0T (an), an0 = s(an0) + ql0T (an0), consequently s(an) ≡
≡ s(an0) mod ql0 , and

(4.3) f(an) ≡ f(s(an0)) (mod m).

The density of the integers n ≡ u (mod ql0) is 1/ql0 , for every u (mod ql0).
Therefore

δm(v) := lim
1
x

∑
f(an)≡v (mod m)

n≤x

1 =
ql0−1∑

h=0

τh(v),

where
τh(v) = lim

x→∞
1
x

∑
n≤x

n≡h (mod ql0 )
f(an)≡v (mod m)

1.
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Since the fulfilment of f(an) ≡ v (mod m) does depend only on

n (mod ql0), therefore τh(v) equals 0 or 1/ql0 . Consequently δm(v) =
integer

ql0
,

so δm(v) = 1/m cannot hold.

IV. If (4.2) holds, then ∆1 = . . . = ∆k = 1. This is a direct consequence
of III. Assume that ∆1 > 1. If (4.2) holds, then by II., {f1(a1n) mod m1}
is distributed uniformly, and from I., {f1(a1n) (mod ∆1)} is distributed
uniformly. But this is impossible due to III.

V. From now we assume that ∆1 = . . . = ∆k = 1. The fulfilment of (4.2)
is equivalent to

(4.4)
1
x

∑
n<x

e

(
h1

m1
f1(a1n) + . . . +

hk

mk
fk(akn)

)
→ 0

for each choice of hj (mod mj) (j = 1, . . . , k) except the case when hj ≡
≡ 0 (mod mj) for every j. Assume that (4.2) does not hold. Then there exists
h1, . . . , hk, hj ∈ {0, . . . , mj − 1}, (h1, . . . , hk) 6= (0, . . . , 0) such that

(4.5) lim sup
1
x

∣∣∣∣
∑

e

(
h1f1(a1n)

m1
+ . . . +

hkfk(akn)
mk

)∣∣∣∣ > 0.

From our theorem [2] we have: there exist γ1, . . . , γk ∈ R such that

a1γ1 + . . . + akγk =
E

ql0
,

l0 ≥ 0, E ∈ Z, and

(4.6)
∑

π∈P

∥∥∥∥
hjfj(π)

mj
− γjπ

∥∥∥∥
2

< ∞.

It implies that

(4.7)
∑

π∈P
‖mjγjπ‖2 < ∞.

Hence we obtain that mjγj is rational. Indeed, assume that λ = mjγj is
irrational. We shall show that for every c there is an l > c for which ‖λql‖ >
> 1/q2, and this is enough.

Assume that q−T < ‖λqh‖ < q−T+1 (for j = 0, . . . , T − 2), and so

‖λqh+(T−2)‖ > 1/q2. Let λ =
Uj

Vj
, (Uj , Vj) = 1. From (4.7) we obtain that
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Vj | ql0 for some suitable integer l0. If Vj = PjQj , (Qj , q) = 1, Pj | ql0 , Qj > 1,

then ‖λql‖ ≥ 1
Qj

, which contradicts to (4.7).

Thus we can write

γj =
Uj

Vjmj
, Vj | ql0 (j = 1, . . . , k)

and from (4.6), that

hjfj(π · ql0)
mj

−
Uj

(
ql0

Vj

)
π

mj
≡ 0 (mod 1),

whence
hjfj

(
πql0

) ≡ Djπ (mod mj)

Dj = Uj ·
(

ql0

Vj

)
,

a1U1

m1 · V1
+ . . . +

akUk

mkVk
=

E

ql1
.

We may assume that l1 ≥ l0. Then

(4.8)

a1U1

m1
W1+ . . . +

akUk

mk
Wk = E,

Wj =
ql1

Vj
∈ Z.

Let us multiply (4.8) with m1, . . . , mk. Then mj is a divisor of

ajUjWj

k∏
ν=1
ν 6=j

mν .

Since (mj ,mν) = 1, (mj , q) = 1 and Wj |ql1 , therefore (mj ,Wj) =
= 1, (mj , aj) = 1 holds by the assumptions, therefore mj | Uj (j = 1, . . . , k).

Consequently γjπ =
(Uj | mj)

Vj
π = integer if ql0 | π, i.e. for all but finitely

many π ∈ P. Therefore

(4.9)
∑

π∈P

∥∥∥∥
hjfj(π)

mj

∥∥∥∥
2

< ∞ (j = 1, . . . , k).



204 K.-H. Indlekofer and I. Kátai

Let j be such an index for which hj 6≡ 0 (mod mj). From (4.9) we obtain
that

(4.10) hjfj(π) ≡ 0 (mod mj)

for all but finitely many π ∈ P. Then (hj ,mj) < mj , ∆j :=
mj

(mj , hj)
> 1.

(4.10) implies that
fj(π) ≡ 0 (mod ∆j)

for all but finitely many π ∈ P.
This contradicts to our assumption. The theorem is proved.

5. Kym proved that for f ∈ Aq f(n) mod 1 is distributed uniformly if and
only if for every nonzero integer k either

q−1∑

b=0

e
(
kf

(
bqlk

))
= 0

for some lk, or

(5.1)
∑

π∈P
‖kf(π)‖2 = ∞.

Let s
(h)
n := f(n · qh) mod 1. From Kym’s result we have: the sequences{

s
(h)
n

}∞
n=0

are distributed uniformly for every h = 0, 1, 2, . . . if and only if (5.1)

holds.
Let l(n) be defined by (1.3). We are interested in the following question.

Under what condition is true that
{
l(nqj) (mod 1)

}∞
n=0

is distributed uniformly
for every j.

Theorem 7. The sequences
{
l(n · qj) mod 1

}∞
n=0

are mod 1 uniformly
distributed for every j in each case, except when there is an integer m 6=
6= 0, γ1, . . . , γk ∈ R, l ∈ N0 such that

ql(a1γ1 + . . . + akγk) ≡ 0 (mod 1),

and

(5.2)
∑

π∈P
‖mfj(π)− γjπ‖2 < ∞ (j = 1, . . . , k)

hold.
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The assertion is a direct consequence of Weyl’s theorem and our result in
[2] which we quote now as Lemma 1.

Let t(n) = g1(a1n) . . . gk(akn), tj(n) = t(n · qj), where gν(n) are q-
multiplicative functions, |gν(n)| = 1 (n ∈ N0, ν = 1, . . . , k). Assume
furthermore that a1, . . . , ak satisfies the conditions stated in Section 1. Let

Mj(x) =
∑
n<x

tj(n), mj(N) =
1

qN
Mj(qN ),

αj = lim inf |mj(N)|, βj = lim sup |mj(N)|.

Lemma 2. Assume that βj > 0 for some j. Then αl = βl → 1 as l →∞,
furthermore there exist suitable real numbers γ1, . . . , γk and some j0 ≥ 0 such
that

qj0(γ1a1 + . . . + γkak) ≡ 0 (mod 1),

and in the notation hj(n) := e (−γjn)gj(n),

∞∑

j=0

∑

c∈Aq

Re
(
1− hl(cqj)

)
< ∞ (l = 1, . . . , k).

Proof of Theorem 7. Let m 6= 0, gν(n) = e (mfν(n)), t(n) =
= g1(a1n) . . . gk(akn).

By Weyl’s famous theorem
{
l(nqj) mod 1

}
is distributed uniformly mod 1

for every j, if and only if
Mj(x)

x
→ 0 (x →∞) for every j, and every m 6= 0.

If
Mj(x)

x
→ 0 (x →∞), then αl = βl = 0 for every l and m. This proves the

necessity of the conditions. Let us assume now that for some m(6= 0), βj =
= 0 (j = 0, 1, . . .).

Let qN < x ≤ qN+1. Consider the sequences AM = {(ε0, ε1, . . . , εM−1),
εν ∈ A}. We classify them according to the following rule. We say that
(ε0, ε1, . . . , εM−1) ∈ B0, if εM−1 = 0, and that (ε0, . . . , εM−1) ∈ Bh, if
εM−h−1 = 0, and εM−h, εM−h+1, . . . , εM−1 are nonzero. Let finally B∗ be
the set of those elements for which εν 6= 0 (ν = M − 1,M − 2, . . . , 0).

Observe that #B = qM−1, #B1 = qM−2 (1− 1/q) , #B2 = qM−1·
· (1− 1/q)2 , . . . , #Bh = qM−1 (1− 1/q)h, and #B∗ = qM (1− 1/q)M .

Let us write each n < x as n0+qMu = n, where n0 ∈ {0, 1, . . . , qM−1}, u ∈
∈

{
0, . . . ,

[
x

qM

]}
. If u <

[
x

qM

]
, then n < x holds for each n0 ∈

∈ {
0, 1, . . . , qM − 1

}
. u =

[
x

qM

]
occurs for O(qM ) distinct integers n.
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Thus

Mj(x) =

[
x

qM

]
−1∑

u=0

qM−1∑
n0=0

tj
(
n0 + qMu

)
+ O(qM ) =

=
∑

h

∑
h

+O(qM ) + O
(
x (1− 1/q)M

)
.

Here
∑

h
=

[x/qM ]−1∑
u=0

∑

n0∈B̃h

tj
(
n0 + qMu

)
,

where B̃h is the set of those nonnegative integers n0 < qM for which (ε0(n0), . . . ,
εM−1(n0)) belongs to Bh.

Let n0 ∈ B̃h. Then n0 = ν + qM−hµ, where 0 ≤ ν < qM−h−1, 0 ≤ µ < qh,
and each digit of µ differs from zero. The opposite assertion is true as well.
Let ν ∈ [

0, qM−h−1 − 1
]
, and µ ∈ [

0, qh − 1
]

such that εν(µ) 6= 0 (ν =
= 0, . . . , h− 1). Let us observe furthermore that

tj
(
n0 + qMu

)
= tj(ν) tj

(
µqM−h + qMu

)
.

Thus ∑

h

= Mj

(
qM−h−1

) ∑
µ,u

tj
(
µqM−h + qMu

)
,

and so

(5.3)
∣∣∣
∑

h

∣∣∣ ≤
∣∣Mj

(
qM−h−1

)∣∣ x

qM
(q − 1)h.

Thus

(5.4)
∣∣∣∣
1
x

∑
h

∣∣∣∣ ≤ mj(M − h− 1) (1− 1/q)h
.

By using (5.4) for h = 0, . . . , K, and the trivial inequality

∣∣∣∣
1
x

∑
h

∣∣∣∣ ≤ (1− 1/q)h
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for h > K, we obtain that

∣∣∣∣
Mj(x)

x

∣∣∣∣ ≤
K∑

h=0

mj(M − h− 1)
(

1− 1
q

)h

+

+
∑

k>K+1

(1− 1/q)h + O

(
qM

x

)
+ O

((
1− 1

q

)M
)

.

We shall prove that lim sup
∣∣∣∣
Mj(x)

x

∣∣∣∣ = 0. Indeed, let K > 0 be fixed, M =

= N −K, N =
[
log x

log q

]
. Then for x →∞, M →∞, thus mj(M − h− 1) → 0

as x →∞. Therefore

lim sup
∣∣∣∣
Mj(x)

x

∣∣∣∣ = O
(
q−K

)
+ O

((
1− 1

q

)K
)

.

Since the inequality holds for every K, therefore it holds for K → ∞,
consequently

lim sup
|Mj(x)|

x
= 0.
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[1-2] Indlekofer K.-H. and Kátai I., Investigations in the theory of q-additive
and q-multiplicative functions I-II., Acta Math. Hung. (accepted)

(Received June 9, 2002)



208 K.-H. Indlekofer and I. Kátai
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