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Abstract: This paper shows a natural extension of data dependencies of
relational databases to fuszy relational databases. We define the truth value of
a functional dependency in a fuzzy relational database and some of its properties
are shown. Then with the help of the relational algebra A-decomposition
is defined and a sufficient condition is given to decide that the dependency
structure implies a lossless A-decomposition.
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1. INTRODUCTION

In the practice sometimes one meets uncertain data and uncertain connections,
relationships between them. Using uncertain information one has to make good
decisions. Several models are proposed to build the uncertainty into the repre-
sentation of the data. One of them is the fuzsy model (introduced by Zadeh [7]),
which generalizes the classical set theory in the following way. Instead of classical
sets, it uses fuzzy sets, which are functions from the domain to the unit interval
[0,1]. These membership functions are natural extensions of the characteristic
functions related to the classical sets. We examine fuzsy relations, which store
uncertain relationships between data. In the classical relational database theory
in order to design good databases (no data redundancy, no update anomalies) one
has to know more additional information called functional dependencies, which say
that some values determine some other values. We generalige this notion for fuszy
relations and show some propositions which are useful for designing fuzzy relational
databases. Then with the tools of A-cut we define some kind of decompositions of
fuzzy relational databases.
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2. FUNCTIONAL DEPENDENCIES IN FUZZY RELATIONS

In the literature many kinds of fuzzy relational databases are examined. We
follow the next simple definition:

Definition . Let U = {A;,...,A,} be the set of the attributes and each A; is
assigned to the set of possible values DOM (A;).
A function R : x?_,DOM(A;) — [0,1] is called a fuzsy relation on

x™_, DOM(A;). o
For example:
A B C R(t)
1 1 0 1
1 1 1 09
0 0 0 0.8
0 1 1 0.7

and for any t € x™_, DOM (A;) that does not occur in the table, R(t) = 0 holds.

In the classical database theory data dependencies play important roles. We
examine now only the most important dependencies, the functional dependencies
X =Y (X,Y C U), which can be given by the following Horn-formula of the first
order logic:

dx-y =V t,, tz((R(tl) A R(tz) A tXIX] = t2[X]) — t1[Y] = tz[Y])

We get a fuzzy semantic of a formula in the usual way when substitute logic
operators A, V with the operators tnf and V, 3 with sup and — is the following

implication:
b= 1, if a <},

@ " |1-(a—0b), otherwise

and finally — is
a=1-—a.
In this way we get the truth value of the fuzzy relation R satisfies a given functional
dependency X — Y:
Tr(X,Y)=1-V ((R(t1) AR(t2)) | t: t1[X]=¢ta[X], t.1[Y] # t2[Y]).

For example the previous fuzzy relation generates the following truth values:
Tr(A,B) = 0.3, Tr(B,C) =0.1, Tr(C, A) = 0.2, Tr(A,C)=0.1, Tr(B, A) =
0.3, Tr(C,B) = 0.2, Tr(AC,B) =1, Tr(BC,A) = 0.3, Tg(AB,C) = 0.1,
Tr(AB,B) =1, Tgr(AB,A) =1.
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The following properties can be easily verified for the truth values, where we
denote the union of X and Y by XY (See [1],[2]):

A1) If Y C X, then Tr(X,Y) =1,
A2) Tr(X,Y) ATr(Y, 2) < Tr(X, Z),
A3) Tr(X,Y) < Tr(XZ,Y 2).

From these other properties can be obtained:

B1) Tr(X,Y) ATr(X, Z2) < Tr(X,Y 2),
B2) Tr(X,Y) A Tr(WY, Z) < Tr(XW, 2),
B3) if Z C Y, then Tg(X,Y) < Tr(X, 2).

An important consequence that Tr(X,Y) = A(Tr(X,A) |A: A€Y).

Thus a fuzsy relation generates also a fuszy relation Tg(X,Y) on U? with the
properties A1-A3.

Moreover if there is given an arbitrary fussy relation T(X,Y) on U?, then it

defines the fuzzy relation T+ (X, Y) which is the smallest fuzzy relation on UZ that
contains T(X,Y) and has the properties A1-A3. We call T*(X,Y) the closure
of T(X,Y). (Remind that T1(X,Y) C T2(X,Y) iff T1(X,Y) < T>(X,Y) for all
X, Y CU).
The closure is well defined, because the fuzsy relation S(X,Y) = 1 satisfies A1-A3
and contains every fuzsy relation on U2 and if T C S;, T C S; where S;, S, satisfy
A1-A3, then T C S; N S; and S; N S2 also satisfies A1-A3. (S; N Sz(X,Y) :=
Si(X,Y) A S2(X,Y) forall X,Y CU.)

Proposition 1. T*(X,Y) is a closure, that 1s

1) T(X,Y) C T+(X,Y),

2) Tt (X,Y) =T+ (X,Y),

8) i Tu(X,Y) C Ta(X, Y) then Tj (X,Y) C T4 (X, Y). O

Proof. These can be obtained from the definition, using that the closure is the
smallest with the given properties. |

Hence if we use Tt for a fussy relation on U?, we suppose that T+ has the
properties A1-A3.

Now we extend T+ (X, A) for fuzsy sets X as follows:
Let X be a fuzzy set on U.

THX,A)= \/ (TF(Z2,A)A)),
Z,0:2,CX

A fAeZ
0, otherwise.

We remark that for U finite there exists some Z C U, for which
T/ (X,A) =T*(Z,A) A X, where Z) C X and A = A ., X(A).

where for A € [0, 1] we define Z) (A) = {
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With the help of T} (X, A) we define a closure on U as follows:
7

Let X be a fuzzy set on U. Then X% is also a fuzzy set on U and defined by
Xt(A) = T!'*(X, A)forallA€U.

First we note that T (X, A) = T* (X, A) if X is a classical set, that is X(A4) =

1 or O for all A € U. This is true because T+ (X, A) is an increasing function in
the argument X.

Proposition 2. Xt s a closure on U, that ss

1) X C X+,

2)if XCY, then X+ C Y+,

8) X+t = X+, 0
Proof. See [3]. |

We can give a simple algorithm to compute the closure of a given dependency
structure T(X,Y'). For this we will represent T(X,Y) on a fuzzy graph. (We mean
that fuzzy graph is labelled directed graph, where the label-values are from the
unit interval.)

Let T(X,Y) be a fussy relation on U2. We correspond a fuzsy graph Gr =
(V, E,1) to it, where the vertices v € V are the ordered pairs (X,Y) and e € E
is a directed edge, if ¢ = ((X,Y),(X,Z)) and [ is a label function from V U E
to [0,1], such that for v = (X,Y) l(v) = T(X,Y) and for ¢ = ((X,Y), (X, 2))
I(e) = T(Y, 2).

T(X,Y) T(Y, Z) T(X, Z)

(X, Y) . (x,2)

The following algorithm gives T+ (X,Y) by modifying step by step the labels of
the graph:

Algorithm:

1) ForallY C X let {((X,Y)) = 1.
2) do while Statl or Stat2 is true,
(where Statl = there exists an edge ¢ = (v;,vz),
so that l(v2) < I(v1) Al(e),
Stat2 = there are vertices v; = (X,Y) and v, = (XZ,Y 2)
so that I(v2) < {(v;))
in case Statl let {(v2) :={(v;) Al(e) and
for all edges d = ((X,Y), (X, Z)) where v, = (Y, 2)
let I(d) = I(vs),
in case Stat2 let I(v2) := {(v;) and
for all edges d = ((W,XZ),(W,YZ)) where v, = (XZ2,YZ)
let I(d) = I(v2),
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enddo
3) T*(X,Y) = |(v), where v = (X,Y).
Proposition 3. This algorithm 13 correct. 8]
Proof. See [3]. u

Since X*(A) is defined by T (X, A), when X is a classical set on U, it can
be computed by this algorithm as well

3. LOSSLESS A\-DECOMPOSITIONS

Certainly we cannot store all of our data in only one fuzzy relation, because
it would be difficult to use it for its size and the connections between data would
cause redundant storage. Therefore it is worth to cut our fuzsy relation into smaller
ones without loosing any information of the original fuzzy relation. This can be
softened by requiring only that small information can be lost when performing
decomposition. We use A-cut of fuzzy relations:

Let R be a fuzzy relation, then for any A € [0, 1]:

R(t), if R(t) >=2A
Ry(8) = {0,( ) othe(rv)vise.
Let R* denote all the tuples t for which R(t) > 0. (So Rt is a classical relation
and it is reasonable to investigate whether R satisfies a given dependency X — Y
or not.) We denote all the classical relations that satisfy X — Y by SAT(X —
Y). The next simple properties show the relationship between the truth values of
dependencies and the A-cut of the fuzzy relations.
Let ~Tr(X,Y) = 1— Tr(X,Y), then ~Tr(X,Y) = A{A | R} € SAT(X - Y)}.
Further if A; < Az then from R} € SAT(X —Y) follows R}, € SAT(X —Y).
In order to define the decomposition of the fuzzy relations we remind the

fuzzy relational algebra given by Umano in 1983 [6|. The fuzzy relational algebra
contains five operators and expressions can be given by finite compositions of these
operators. The operators are the following.
1) Projection

If X CU then IIx(R)(s) := Veeix)=s R(t).
2) Union

RuUS(t) := R(t) v S(¢).
3) Selection

If Vt: F(t) € [0,1] then or(R)(t) := R(t) A F(t).
4) Cartesian product

R x S(uv) := R(u) A S(v).
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5) Subtraction
R-S(t) :==0v (R(t) — S(¢).

Proposition 4. The composstion of A-cutting and any of the operators 1)-4) s
commutative. O

Proof. 1) IIx(R)a(s) = 0 iff Mx(R)(s) = Vyx)=, B(t) < A iff t{X] = s implies
R(t) < A iff Vt[X]=c Rg(t) =0iff nx(R,\)(s) =0.

Nx (R)a(s) = a iff Mx(R)(s) = Vyx)=, R(t) = a2 A iff Vyx)—, Ra(t) = a 2 A iff
Ix (R))(s) = a.

2) (RUS),=0iff R(t) Vv S(t) < Aiff Ry(t) v Sa(t)=0.
(RUS)a=a>Xiff R(t) Vv S(t) > Aiff RA(t) VSa(t) =a > A.

3) (Rx S)a(uv) = 0iff R(u) < A or S(v) < A iff Ry(u)ASx(v) = 0iff Ry xS»(uv) =
0

(R x S)a(uv) = a > A iff R(u) > X and S(v) > X iff Ry(u) A Sa(v) = a iff
Ry x Sy(uv) = a.

4) or(R), = 0iff R(t) A F(t) < X iff F(t) =0or R(t) < X iff Ri(t) A F(t) = 0iff
or(R))(t) =0.

or(R), =a> Miff R(t)AF(t) > Aiff F(t) =) and R(t) < A if RA\(t) A F(t) = a
iff O'F(RA)(t) = a. | ]

Remark that A-cutting and subtraction are not exchangeable operators as the
following sample shows it.

If R(t) = 0.6, S(t) = 0.4 and let A = 0.5 then (R — S)a(t) = 0.2 but R,(t) —
Sx(t) = 0.6 — 0 = 0.6.

The most important operator is the natural join, which can be given using the
above basic operators: if R and S are fuzzy relations on X; and X, respectively,
then

Ra S(t) := R(t[X,]) A S(t[X2])

for all tuples ¢t with the attributes X; U X,.

Note that R a4 S = Ilx,ux,(or(R x S)) where F(ts) = 1 iff t{X; N X,| =
s[X1 N X3] and F(ts) = 0 otherwise.
The lossless A\-decomposition can be defined as follows:

Definition . Let U = Uf:x X; and R a given fussy relation. R satisfies the A-join
dependency A— Nf=1 X; or in another words the A-decomposition is lossless iff
Ry = (p<f2, T, (R)) o

Note that it is equivalent with

Ry =>t, T, (Ry).
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This means that the ’essential’ part of the fussy relation, the tuples which
belong to the relation on a given high level, is the natural join of its projections,
that is the information of the ’essential’ part of the fussy relation is stored in the
projections, too. The problem we investigate is how to decide that each member
of a given class of fussy relations satisfies a given A-join dependency A— Nf___l X;.
If the answer is yes, then we can store instead of the members of the class their
projections to X3, X3,..., Xi, that needs in general less place.

In the literature [4] it is described the case when the members R of the class
fullfil that Rt satisfies a given set of functional dependencies. More precisely if R
is a fuzzy relation and Rt € SAT(F) where F is a set of functional dependencies
such kind that F j=p<®_, X; (which means the inclusion of sets of classical relations
SAT(F) C SAT(<%_, X;) then R satisfies the A-join dependency A— b<¥_, X;
where A = 0. The classical implication problem F |=p<*_, X; can be solved
using the wellkknown chase algorithm which is a special form of a theorem proving
procedure applied for database dependencies.

It is natural to see such kinds of fuzsy relations whose dependency structures
Tr(X,Y) satisfy some condition. For example we know in advance some lower
bound of Tr(X,Y). Let T(X,Y) be a fussy relation on U%. Consider all fussy
relations for which T*(X,Y) < Tg(X,Y). Denote it by SAT(T(X,Y)). We
can see a special implication problem as whether every member of SAT(T(X,Y))
satisfies a given A-lossless decomposition, T'(X,Y) |= A— oat_, X,.

For a given A and T(X,Y) define a corresponding set of functional dependen-
cies F(T, ), so that X — Y € F(T,A) iff T(X,Y) > A.

Proposition 5. If F(T,)) <5, X; then T(X,Y) | a— b<¥_, X; where a >
1-A. 0

Proof. If R € SAT(T(X,Y)) then Tr(X,Y) 2 T(X,Y) 2 Aif X - Y € F(T,)).
Thus for X — Y € F(T,)), 1 - Tr(X,Y) <1-T(X,Y) < 1- X < a which
means that R} € SAT(F(T,))) € SAT(<%_; X;), because of the implication
F(T,)) >k, X;, so we have R satisfies a— p<¥_; X. ]

An obvious consequence is that with the chase algorithm it can be decided the
implication problem for A-lossless decomposition.

For example let U = {A, B,C, D, E} and we deal with such fussy relations
R for which we know in advance that 0.3 < Tg(B, A), 0.35 < Tgr(B, E), 0.6 <
Tr(E, A), 0.65 < Tr(A, D), 0.7 < Tr(AD,C).

If we define T(B, A) = 0.3, T(B, E) = 0.35, T(E, A) = 0.6, T(A, D) = 0.65,
T(AD,C) = 0.7 and A = 0.6 then F(T,0.6) = {E — A, A— D, AD — C}.



140 Attila Kiss

Use chase algorithm [5] for the initial table

A B C D E

a c
a d e
b e
Identifying entries because of E — A we get
A B C D E
a c
a d e
a b
Identifying entries because of A — D we get
A B C D E
a c d
a d e
a b d e

Finally, identifying entries because of AD — C we get
A B C D FE

a c d
a c d e
a b ¢ d e

Thus the tuple (a,b,c,d,e) appears in the table which means that F(T,0.6) |=
AC a2 ADE va BE so all fuzsy relations R € SAT(T(X,Y)) satisfy a — AC
ADE < BE where a > 1—0.6.

For example take the following R € SAT(T(X,Y)) (where N is a big positive
integer):

A B C D E R(t)

0 0 0 0 O 1
0 3 0 0 O 1
0 4 0 0 O 1
0 5 0O 0 o 1
0 N+2 0 0 O 1
0 1 0 0 0 0.9
2 2 0 0 2 0.8
1 0 0 1 0 04
1 0 1 0 1 03
1 1 1 1 0 0.2
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Then we have Tg(B, A) = 0.6, Tr(B, E) = 0.7, Tr(E, A) = 0.6, Tr(A, D) = 0.7,
Tr(AD, C) = 0.8.
If o =0.41 then R,:

A B C D E Ryult)
0 0 0 0 O 1
0 3 0 0 O 1
0 4 0 0 O 1
0 5 0 0 O 1
1
0 N+2 0 0 O 1
0 1 0O 0 O 0.9

2 2 0 0 2 0.8

We get the projections R1 = II4¢(Ro.41), R2 = MspEe(Ro.41), R3 = N (Ro.41):

B E R3(t)

0o o0 1

3 0 1

A C Ri(t) A D E R2(t) i o0 1
0 o0 1, 0 0 O 1, 5 0 1
2 0 0.8 2 0 2 0.8 0 1
N+2 0 1

1 0 0.9

2 2 0.8

It is easy to verify that R = R1 < R2 pba R3, but the size of R is 6 * (N + 3) entries
and the total size of R1, R2, R3 is 6 + 8 + 3 # (N + 3) which is less than the size of
R when N > 2. We obtained that in the case of the restriction R € SAT(T(X,Y))
it is better to store the projections Il4c(Ro.41), apE(Ro.41), 15 £(Ro.41) Which
contain the same information as Ry 4; and the fuzgzy relation R%4! defined by

a1(n _ J R(t), if R(t) <0.41
RO4e) = {0, otherwise
decomposition of the fuzzy relations and we have not lost any information, but we
need generally less place to store them.

. This way we perform a vertical and horisontal
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