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1. Assumptions and procedures of the method

Consider the initial value problem
(1) Y =f(x,y), 0=x,=x=1 and y0) = y,.

We assume that f:(x,—a, x,+2)XR—-R is defined and continuous
with its first r derivatives, where a=> 1.
Forg = 0,1, ..., r we define f19] by the algorithm:

fo =4,

Sflal = a_f[q—ll_}_fif[q—ll‘
0x oy
We remark that the derivatives of y, the solution of (1), can be expressed
by the help of fl9] as follows:
yor) = fleml (x, y(x)).

We also assuime for |x—x,| <« and v, y,, ¥,€R

2) 90 =M, ¢=0,1,...,r
and the Lipschitz condition
@) If19, y1) 19y =Liyi=Dals ¢=0,1,..,r

where L and M are some constants.
Consider the interval O=x=1 and define the mesh 4 by

A:0 =X<X;<Xy<...<X,<Xpy,<...<X, =1

and let
Xpp1—Xe=h, k=01 ..., n-1

The modulus of continuity of y*1 is denoted by w,.
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Choosing the required positive integer m (the order of the error to be
achieved), we define the function approximating the solution of (1) as S(x)
given by:

) SAx) = ST() = SEPi(xi) + j S8Vt

where x,<x<x,,,, k=01, ..., n—1 and $7(x,) = y,.
The following m iteration processes are considered in the above formula
4) for x,=x=<x,,,andk =0,1, ..., n—1:

[q]
(5) $000 = s+ 3, ixffﬁy-(l@ ),

(6) SP(x) = SI™(x) + f F(6SY ey, j=1,2,...,m
X

2. Error estimations and convergence

The exact solution of (1) can be written in the following forms, for
X, =X=X,,andk =0,1, ..., n—1:

(1) y(x) = ¥x,)+ Z‘ ]j(xk’l%)__(y X)L+ T ((tk’)l’g:fk)) (x —x,) 1,

where  y, = y(x,) and X, <& <X,
x
®) ¥ = i + [ S8yl
Xk
If we denote for x, <=x<x,,

ISP -y = e(x)  and  (SiP(0) - y(x) = e
then (6) and (8) together with the Lipschitz condition give

e)=ec+ L [ |85t —pt)ldt, =ec+ L [ (ST -yl +

Xk Xk

+L [ | fTty S 2t)] — flty, y(t)] dtddt, < . . . =

Xje

A

x 1 ml

m— leh
=e 3, o +Ln [/ f SO, — Wt

j=0 Xk Xk
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Using (5) and (7) and y@(x) = fla-1)(x, y(x)), it is easy to prove that

r—1 . gl

(0)(tm) y(tm) ek+ Lek Z (tm XR) + wr(h) {m
=0 (@+D  (r—1)

Thus, for¢, = Lel if L>1and ¢, = ¢ if L=1, it is easy to get the following

inequalities for x, =x=x,, ;:

ex) = 1SEX) — ()| =ey(1 + o) + —— 2 _ap (Y,
(m+r+1)

_ xk)l'+1‘

and consequently

e (1 +coh)=e,_ (1 + ¢, h)°+(—-L T w (R T+1(1 + ¢oh),

e,(1 4 ek = eo(1 + coh)F+ + ——-—-é—-ﬁ-ww,(h)h"’ T 4 coh)
(m+r+1)

and ¢, = 0 gives
m

L k .

9 1S.(X) —y(x)| = —— w (MAMFTH1S (1 4 coh)

) )=y = T T (1 e
and thus we have proved the following theorem.

Theorem 1. Let y(x) be the cxact solution of (1). If Sa(x) given in (4) is
the approximate solution, then the inequality
[Sa(x) =y ()| = oy () ™
Lm(eeo—1) .
nholds for all x¢[0, 1], where ¢; = ———-——"—and ¢, = LeL if L<1, and
collm+r+1)
¢ =¢ Iif L=l. 1]

Theorem 2. The inequalities
q9+?

da+
EX‘I'H Salx )_ e V(x)'<(20),(h)hm+’+1 if m=1,

g+l da+t :
1 e Sx) - ‘q+1y(x)!sczw,(h)hr+1 if m=1

hold for all x€0, 1]and allq = 0,1, ..., r,wherec, = (m+r4+1)c;. 0
Proof. From (4) and (8), using the Lipschitz condition we get

1 + qr]
S A0 = Y S LIS~y
: dx

and applying theorem |, taking into consideration m—1 instead of m, it is
easy to complete the proof. ]
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Theorem 3. The error by which S (xX) fails to satisfy the differential
equation (1) is given by the inequality

S'(x) - f(x, Sa(x))] = ¢y, ()hm+r =2
which holds for all x€[0,1] where ¢, = Lc;+c¢,- 03

Proof. Adding and substracting 3’(x) and using Theorems I and 2,
it is easy to prove Theorem 3. (3
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