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The comparison of programs from the viewpoint of their efficiency
becomes more and more important as software systems are complicated and
their scale is increased. The comparison of programs may be used in applied
software systems if the systems are developed making use of the integral
principles. There is integration on the depth and integration on the width.

Integration on the depth means that every stage of the problem solu-
tion is executed by the software system. For example, an aid design system
must comprehend all stages of design and must transfere the information
stage by stage if this principle is used.

Integration on the width means involving different programs_on one
stage of the computation. The programs that named alternative programs
decide the same tasks but the efficiency of the solution is different for each
program. The set of alternative programs allows us to increase the software
system efficiency if the best program for every example of input data is
applied. The software system must qualify the program that is to be exe-
cuted on the next example of the input data. In order to make this possible
it is necessary to develope the practical methods of comparison of programs.

The essence of the problem comes as follows. Let it be given n alternative
programs. The input data and the results of these programs are similar.
But these programs can realize different methods and different algorithms.
Moreover the difference among the programs may mean different program-
ming of the same algorithm. This is the reason why these programs can have
different efficiency for the same examples of the input data.

Therefore it may occur that one program is more efficient for one set of
examples of the input data and the other program is more efficient for other
set of examples of the input data. In other words the relationship between the
sets of input data values and the programs may be established and the problem
of the comparison of programs reduces to the definition of the set of input data
values for every program. In order to define the set of input data values it
is necessary to define the decision rule that separates the input data values.
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The set of the variables X, ..., X, are introduced to delineate the in-
put data. The values of these variables must characterize the input data
complication and further they are called determinant parameters. The de-
terminant parameters are chosen in accordance with the essence of the
tasks that are decided by the programs. For example, if sorting algorithms
are considered the number of the array elements and the value that charac-
terizes the order of the elements in the array may be chosen as the deter-
minant parameters.

The efficiency of the program execution or the results that the program
derives are characterized by the efficiency evaluation T, for every program i.

The nature of the determinant parameters and efficiency evaluation has
a probability character. Indeed, the determinant parameters characterize
the input data stream that comes in to the programs. Input data in turn
are defined by the application of the programs. Therefore the values of the
determinant parameters are diverse for each example of input data. It may

be assumed that variables X, ..., X, have a random value for the stream of
the input data.

Further the set of variables X, ..., X, is considered as the system of the
random variables and X = (X,, ..., X,) is the multidimensional random
variable.

The efficiency evaluation T, for every program may be considered as a
random variable too. From that follows that the vector of value of deter-
minant parameters x = (x,, ..., x;) defines not one example of the input
data but some set of the examples. The set of examples of input data cor-
responds to the point in the space of determinant parameters. The values of
efficiency evaluation will be different for different examples of input data
and these values are distributed in some interval. Also the existence of some
distribution function for every random variable T; concerned with the prog-
ram i may be allowed.

The consideration above shows that the program i is characterized by
the system of the random variables (T}, X, ..., X}).

The application requirements of the programs defines the choice of the
efficiency evaluation. The choice of determinant parameters is performed
in a more free manner. The variables choosen as the determinant parameters
must satisfy the following requirements. First, dependence must exist be-
tween every determinant parameter X; and the efficiency evaluation T;.
Secondly it is desirable that determinant parameters should be independent
among themselves. Finally the values of determinant parameters must be
calculated simply. It must be emphasized that determinant parameters are
choosen unformally and their choice is defined by the essence of the task

decided by alternative programs.

The problem of comparison of programs is considered in the next works.
In [1] the approach based on the evaluation of the characteristics of the con-
ditional random variable T;/X are introduced. The estimation of the expec-
tation of the random variable T;/X as a function of the determinant parameters
is found by means of the statistic experiment with the programs. The best
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program is defined by the comparison of the values of functions for every
program.

However this way has some shortcomings. On the one hand this ap-
proach demands large capacity calculations and in many practical cases it
cannot be performed. On the other hand the separation of the programs may
be satisfactory only if the characteristics of the random variables T;/X, i =

= 1, n are sufficiently distinguished. The reliability of the separation of
the programs is lower if these characteristics are alike.

In [2] the pattern recognition methods based on the training or learning
procedure [4] are suggested to use. These methods suppose that the training
pattern set exists and the information about classes may be derived from
this set. In order to get the training pattern set in the case of the programs
it is necessary to apply every alternative program for every example from
some set of exainples input data. In this way the values of the determi-
nant parameters and the efficiency evaluation are defined for the exam-
ples. This information allows to separate the set of the examples on the
subsets. Every subset corresponds to the program which more efficient for
these examples than others. In the terms of [4] the subset of examples is
named as the class, the pattern vector of the determinant parameters cor-
responds to the pattern and the set of examples with information about
the values of the determinant parameters and about precedence of programs
for every example is the training set. Furthermore the methods of the pattern
recognition with a teacher may be used.

The main shortcoming of the two approaches above consists in the need
to carry out a large capacity of the calculation. Also it must be emphasized
that both the definition of the statistic characteristics and the definition
of the training pattern set must be derived from the real examples of input
data. In many practical cases the runtime of programs is very large on these
examples and it does not allow us to use the approaches practically.

The approach suggested in this paper allows to a certain extent to avoid
the difficulties mentioned above and therefore may be used practically.
The approach is based on pattern recognition methods known as learning
without a teacher.

As in the case of learning with a teacher the patterns are concerned with
the vector of the deteminant parameters X =(X,,. .., X;). Thesingle pattern
vector of the determinant parameters corresponds to the example of the in-
put data. But the set of examples of the input data corresponds to the pattern
vector. This circumstance is significant when the problem definition is quali-
fied.

There are the deterministic and probable problem definitions in the pat-
tern recognition. The pattern vector of the determinant parameters belongs
only to one class in the case of the deterministic problem definition. The
probable problem definition allows the pattern vector to belong to the dif-
ferent classes with a certain probability.

The problem definition is probable in the case of the comparison of the
programs because the set of examples of the input data is concerned with
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the point in the space of determinant parameters and the different programs
may be efficient for the different examples of the set.

The qualitative consideration above shows that on the one hand the
determinant parameters, the efficiency evaluations have a statistic charac-
ter, the problem definition in the pattern recognition terms must be probable
and on the other hand it is desirable to separate the examples of the input
data on the programs simultaneously with the useful work that is the creation
of the training pattern set must be excluded.

The methods that satisfy these demands and are more appropriate
are introduced in [3]. The essence of the approach to the comparison of pro-
grams based on learning without a teacher methods comes as follows. There is
a stream of examples of input data. Previously the decision rule is intended.
The one from the number of alternative programs is choosen accordingly with
the rule and applied to the next example of the input data. At the beginning
the choice may not be successful but the information about the characteris-
tics of the stream of the input data and the efficiency evaluations are col-
lected and the decision rule is corrected accordingly to this information. The
choice is improved as far as more examples will be decided.

The formal problem definition in the terms of [3] follows in the next.
The X is considered as k dimensional random variable that characterizes the
stream of the input data. It is assumed that the density function f(x) exists.
The pattern is concerned with the pattern vector of determinant parameters.
The vector components are real numbers.

The number of the classes is known and is equal to the number of the
alternative programs. To delineate the classes the next characteristics of the
classes are used in [3]. For every class w; f,;(x) is the probability density
function of x when x comes from . In the case of the comparison of pro-
grams this density function defines the distribution of the values of deter-
minant parameters that belong to the examples of the input data for which
the program corresponding to the class o; is more efficient than others. P,
is a priori probability of class w; and means the probability when the pattern
comes from the class w;. In the case of the programs F,; means the probabi-
lity that the program concerned with the class w; is more efficient than the
others.

2 ;=1 .

=

Also the next equality holds
fx) = Z Pojfo;(x).

P (w;/x) is the conditional density function of the class w; and it indi-
cates the probability when the pattern comes from the class w; in the point
of the determinant parameters space. This function reflects the probability
problem definition,
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fw (x) P w,
ZPw fwj(x)

The essence of the functions that are used in the pattern recognition
methods was considered above in the terms of the comparison of programs.
Now it is interesting to express these functions via the characteristics of the
variables T3, ..., T,, and X.

In order to avoid the ambiguities we assume that the smaller value of
the efficiency evaluation corresponds to the more qualitative solution.
Accordingly the event that program i is more efficient than program j will
mean that {;<t; and event that program i is more efficient than other pro-
grams will mean that t,<t;, vj, j#1.

Furthermore we assurne that there are density functions of random
variables Ty, ..., T, fi t,), - . ., f,, (t,). The variables Ty, ..., T, are independ-
ent because they reflect the characteristics of different programs and there-
fore

(1) P (%) =

Sty - t) = ﬂﬁ(t,)
The probability P w, is expressed in the form

@) Pw,.=f.q.).f£]f,.(t,.)dt1...dt,,

where D is the area that f;<t; Vj, j=Ii.

If we assume that densxty functions exist for the conditional random
variables T;/X and they are f;(t;/x), i =1, ..., n, the probability P (w,/x)
may be found by the similar way via functlons fi(t;/x) and equation (I)
needn’t be used.

The above consideration shows that using pattern recognition methods
for the programs comparison is concerned with the determination of the func-
tions.

The various decision rules defined via the statistic characteristics of the
classes and the different situations when the information about character-
istics is absent are considered in [3]. The application of pattern recognition
methods to the problem of comparison of programs is very difficult from the
point of view [3] because not only the distribution parameters but the form
of the functions are unknown. In accordance with [3] the optimum methods
are absent for this situation and various empirical methods are used.

One similar method is introduced below. The method is based on using
random decision rule and allows us to choose one from n alternative pro-
grams by random way. The vector (4, (x), ..., 4,(x)) corresponds to each
point of the space of determinant parameters and vector components are the
probabilities that satisfy the conditions

%(=0, S i)=1.

i=1
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When the next example of input data comes in, the pattern vector of the
determinant parameters are counted and the program i is chosen in accord-
ance with the probability 4;(x), i =1,

The probability P(w,/x) may be used as A;(x). However the function
P (w;/x) from argument x is unknown and therefore the next way was chosen.
The space of determinant parameters is disjoined on the intervals. The
vector A= (4,, ..., 4,) is defined for every interval.

The component 1, is function

1/n+Pow;(L—1)
L b

where L is the number of examples of the input data and the values of de-
terminant parameters are enclosed in the interval.

If ZPw_l then Zl-—l If L> e, then A;~Puw; If L=1,

then ; = l/n

The correlations above show that at the beginning of the works the
programs are chosen with equal probability but as far as the number of
examples is increased the programs are chosen with probabilities P w;. The
probabilities Pw;, i =1, ..., n are defined in the process of the program
execution.

In order to check this approach the experiment with two programs was
carried out. The next assumption was made for this case. First, two programs
are compared and n = 2. Secondly, efficiency evaluations ¢, {,=>0. It cor-
responds to the case, when efficiency evaluations are the times of the pro-
gram execution. Thirdly, the density functions have the form

ti— "

fit) =——, i=12.

max min
fmax _ gt

2, =

1

The variables ", £®* i = 1, 2 are the parameters of the distributions

and their values are defined during the program execution.
Equation (2) for this case is expressed in the form

trznin

Po, = ff W=7t _ dt, dt, .

tmax tmm tmax - tg‘lln

ti <ty
The solution of this integral results the next expressions depending on
the values ™", % [ =1, 2.
If 7" >15** then P o, = 0.
If 15“'">t',"a" then Pow, = 1.
If £52% = fin foin _gnin fmax 412X then

(ttz'nax _ t’]"i")'z

Pa)1 = - - - .
2 (trlnax _ trlmn) (trznax _ t;mn)
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It 137" = 17", (5% <7, then
_ tglin) (t;nin _ trlnin) +0.5 (tr211ax _ t;ﬁn)z
(trlnux _ txlnin) (tgiax _ tr2nln) '
If 672 =57, £57 = (7", 5% = 7%, then
Pwj=1—— (=" )
2 (trlnux _ tr‘nin) (tr2nax _ trznin)
If 77 = 50, 5% = 17, then
b )

3 (tglax _ trlnax) (t;nax _ tr]nin) + 05 (ttlnax _ trlnln)z

1= (trlnax _ trl'nin) (t?ax _ trznin) :

P w, is defined from Pw,+Pw, = 1.
The method for comparison of two programs was obtained above. The
application of the method is carried out in the following way.

The set of determinant parameters and efficiency evaluation are defined
by means of qualitative analysis of programs and the input data. The space
of the determinant parameters is disjoined on the intervals. The values of
L, £, ™" i =1, 2 are derived during the programs execution for every
interval.

When the next example of the input data comes in the values of the
determinant parameters are calculated and the corresponding interval is
chosen. The value L is incremented and the probabilities 4,, 1, are calculated
for its interval. In accordance with values 2;, 4, the program is chosen by
random way and applied to the example of the input data. After that the

value of the efficiency evaluation ¢, is derived and the values "™ or £** are

min max

corrected if t,<t; ~ or t,=>1;  accordingly.

The experiment was carried out with two programs intended for the
minimization of the Boolean functions. The number of variables of the
Boolean functions, the number of terms N and the average letters in the
terms divided by the number of variables C were chosen as the determinant
parameters. The efficiency evaluation was the time of the program execution.

The stream of examples of input data was generated by the random way
and the method of comparison of programs was applied. The application of
the method results in the decision rule introduced in Table I.

The analysis of Table 1 shows that the first program is more efficient
when the values of N are small and the values of C are large. When the values
of C are small or the values of N are large, the second program is more effi-
cient.

The second part of the experiment meant the application of the three
programs to the stream of the input data. At the beginning the programs
U, and U, were applied separately. Then the third program, U, was

max

Pwl = (t2

Pw
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applied. This program consisted of the programs U, and U, which were
applied to the examples of input data in accordance with the decision rule
introduced in Table 1.

Table 1.
. 0 6 12 18 24
L =50 I =81 i L =80 L =51
A, = 0.96 A= 0.5343 | = 0.45 A = 0.476
2, = 0.04 A= 0.457 | A, = 0.65 A, = 0.524
0.8 | — -
L =28 L =88 | L =19 L =33
A = 0.964 A= 058 | A = 019 A = 0.03
A, = 0.036 A= 0.42 | A, = 0.81 2, = 0.97
0.6 —— —
L =1 L =22 ‘ L =20
A, = 0.29 A= 009 A = 0.05 -
A = 0.71 A= 091 | A= 0.95
0.4 l
The results of this experiment are introduced in Table 2.
Table 2.
N 10 15 20 25 30 35 40 45 50
U, 2.04 | 6.38 | 18.7 | 32.3 68.2 | 47.9 | 68.6 | 72.6 -
U, 1,16 | 3.69 | 12.0 | 80.7 | 106 133 - - -
U, 0.91 | 3.5 5.99 | 5.44 | 13.9 | 13.9 | 188 | 42 54.6

The strings of Table 2 correspond to the programs U,, U,, U, the
columns correspond to the values N. The elements of the table show the
average time of program execution for examples with intended value N.
The results in Table 2 show that the application of the program U, is more
efficient than U, or U,.

The experiment delineated above allows us to speak about the possibili-
ties to apply methods of comparison of programs based on learning without
teacher and also it allows us to expect to profit from their application.
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