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Abstract. Semantic-based image retrieval is one of the important prob-
lems for the multimedia system and has garnered great interest in recent
years. This paper proposes an improved method to build a self-balanced
clustering tree, called iC-Tree. We build the Semantic-Based Image Re-
trieval (SBIR) based on iC-Tree named SBIR iCT. We propose a hydrid
method, which is a combination of K-mean, K-Nearest-Neighbor (KNN) to
build iC-Tree, to improve the classification performance of this tree. The
system uses images that are segmented into different regions and extracted
visual features of each region. Semantic concepts are analyzed from those
features based on the proposed C-Tree. The result of the retrieval pro-
cess is a set of similar images with semantic concepts, which matches the
query image and a visual word vector. hen, we design ontology for the
image dataset and create the SPARQL query by extracting semantics of
image. Finally, the semantic-based image retrieval on iC-Tree (SBIR iCT)
model is created hinging on our proposal. Experiments on 20,000 im-
ages of ImageCLEF dataset confirm that our proposed methods improve
the retrieval performance, compared with an image retrieval system us-
ing K-means clutering, which we proposed earlier. At the same time, this
performance is compared with some of recently published methods on the
same dataset, show that our proposed methods are effective in handling
problems of SBIR.
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1. Introduction

With the development of the Internet, digital image collection is increasing
rapidly. Image data plays an important role in many multimedia systems such
as geographic information systems (GIS), hospital information systems (HIS),
digital library systems (DLS), etc. Therefore, interest in image retrieval has
increased. Many techniques have been proposed to perform image retrieval
systems, that can be categorized into three types: Text-based Image Retrieval
(TBIR) [2], Content-based Image Retrieval (CBIR) [7,8], and Semantic-based
Retrieval Image (SBIR) [16]. TBIR can use of the text descriptors, keywords
to retrieve images. In CBIR, images are indexed by their visual content such as
color, texture, shapes, spatial layout, etc. However, the performance of TBIR,
CBIR is still far from user’s expectations [5,9]. In SBIR, semantic analysis needs
to be incorporated in CBIR to retrieve images, such as using object ontology to
define high-level concepts [17,22], using machine learning methods to associate
low-level features with query concepts [3, 6], using of both the visual content of
images and the textual information obtained from the Web for WWW image
retrieval [15,18], etc. SBIR extracts visual features and maps it into semantics
to describe content of image. Then system describes semantics and retrieves
for related images.

This paper has proposed an improved method to build a self-balanced clus-
tering tree (C-Tree), that we built earlier, called iC-Tree. We used the combi-
nation of K-means and K-Nearest-Neighbor (KNN) algorithms to create a data
model that supports for the retrieval process. iC-Tree has been built for the
purpose for clustering of image in order to improve the efficiency of clustering
similarity and data classification, and easily controls the size of the tree as
well as reducing the complexity of retrieval process on C-Tree. SBIR based on
iC-Tree (SBIR-iCT) is built. Image retrieval process is executed based on the
visual feature vectors of the query image. SBIR iCT identifies the meaning of
the query images; then, it retrieves the set of similiar images in visual features
and extracts semantic contents of these images, from which it produces a visual
word vector. The experiment of SBIR-iCT is performed on 20,000 images of
ImageCLEF dataset [4,14]. The performance of SBIR iCT is compared with an
image retrieval system using K-means clutering (SBIR CT), which we proposed
earlier. At the same time, we also compared this performance with some of
recently published methods on the same dataset. It shows that proposed meth-
ods and model are correct and effective. The paper’s contributions include: (1)
building an automatic clustering model by improving a self-balanced clustering
tree structure (iC-Tree) base on a hybrid method K-means and KNN in order
to increase the efficiency of clustering similarities and data classification; (2)
proposing model and algorithms of SBIR iCT to retrieve semantics of similar
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images; (3) building ontology for image dataset on the basis of triple language
RDF and creating a SPARQL command [10,20] to retrieve similar images based
on visual word vector; (4) building the experimental application of SBIR iCT
based on proposed model and algorithms.

The rest of this paper is as follows. In section 2 we survey and analyze
related works of semantic image retrieval systems. In section 3 we build an
improved self-balanced clustering tree based on a hybrid method K-means and
KNN; Section 4, the general architecture of SBIR-iCT is described. Section
5, we build the experiment and evaluate the effectiveness of proposed method.
Conclusions and future works are presented in section 6.

2. Related works

Semantic-based image retrieval has become an active research topic in recent
times. There were many techniques of image retrieval by semantics that have
been widely applied in many different digital systems, such as techniques to
build a model for mapping between low-level features and high-level semantics
[1], query techniques based on ontology to accurately describe semantics for
images [18,19], techniques for classification data [11], content based semantics
and image retrieval system for hierarchical databases [13], etc.

In 2008, Liu Y., et al. [12] proposed a region-based image retrieval system
with high-level semantic learning. Image from dataset was segmented into
different regions and was extracted low-level features of each region. During
retrieval, a set of images whose semantic concept matches the query is returned.
Their semantic image retrieval system allowed users to retrieve images using
both query by region of interest and query by keywords, and experimented on
5000 COREL images. However, they only used machine learning techniques to
associate low-level image features with query concepts, so high-level concepts
could not be define accurately by ontology. Besides, the experiments in this
paper were conducted using query by single specified region.

In 2008, Liu Y., et al. [13] proposed a region-based image retrieval system
with high-level semantic learning. Image from dataset was segmented into
different regions and was extracted low-level features of each region. During
retrieval, a set of images whose semantic concept matches the query is returned.
Their semantic image retrieval system allowed users to retrieve images using
both query by region of interest and query by keywords, and experimented on
5000 COREL images. However, they only used machine learning techniques to
associate low-level image features with query concepts, so high-level concepts
could not be defined accurately by ontology. Besides, the experiments in this
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paper were conducted using query by single specified region. Ontology is built
from triple language RDF. To query on ontology, we can use the SPARQL
query language. G. Gombo and A. Kiss [10] (2017) give the triple patterns,
and a query system finds the matching subgraphs. The authors present the
PSparkql that extends the Sparkql with parallel query plan. They presented
an optimization technique that uses some statistics about the graph (number
of predicates, data properties). The query plan will be created with these
statistics. They show less edges enough for the evaluation than the Sparkql is
using.

In 2015, A.alzu’bi, et al [3] surveyed and evaluated the feasibility of the
image query system according to CBIR and SBIR. Machine learning and data
mining techniques were also introduced as the basis for building image query
problems. From this work, it is shown that the content query and the se-
mantic query are feasible problems and they can be applied to many different
multimedia systems.

Yue Cao et al. [24] (2016) used CNN to classify images to generate bi-
nary feature vectors. On the base of this, the authors proposed Deep Visual-
Semantic Hashing (DVSH) model to identify a set of similar images by seman-
tics. However, this method has not yet mapped visual features to semantics
of images. Their semantic image retrieval system experimented on Image. Vi-
jayarajan V. et al. [23] performed image retrieval based on analyzing natural
language to create a SPARQL query to find similar images based on RDF im-
age description. This method has not yet implemented classification of image
content to perform retrieval; therefore, the search process does not proceed
from a given query image.

In 2017, Hakan Cevikalp et al. proposed a method for large-scale image
retrieval by using binary hierarchical trees and transductive support vector
machines (TSVM) [4]. Experiments of the paper were applied on ImageCLEF
series to evaluate the accuracy of the proposed method. However, the binary
tree structure in this article was only used to classify images but has not yet
created a storage structure for the images. Therefore, the speed of retrieving
and searching speed of images were limited. On the other hand, this work
has not yet analyzed or extracted the visual semantics of the query images.
Jiu M. et al. [11] proposed a multilayered neural network based on different
nonlinear activation functions on each layer for image annotation. The SVM
technique is applied to layering images at the output layer to extract a semantic
level according to visual information for similar pocket-based images from BoW
(Bag-of-Words). The method is evaluated on ImageCLEF dataset.

In 2018, Ouiem Bchir et al. [18] performed image retrieval based on the
feature vectors extraction of regional objects in order to perform the process
of partitioning to speed up image searching. In this method, the authors con-
structed a semantic mapping between visual features and high-level semantics.
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The authors have experimented on ImageCLEF image series and showed the
effectiveness of the proposed method. However, this work has not created a
search model nor has it built a process of extracting and querying semantics
on a given ontology.

In general, the recently approaches focused on providing methods for map-
ping low-level features to semantic concepts by using supervised or unsuper-
vised machine learning techniques [13,22]; building data models such as graphs,
trees or deep learning network to store low-level contents of images [1,11,19];
building ontology to define the high-level concepts [17,19,23], etc. However,
the SBIR strongly depend on an external reliable resource such as automati-
cally annotation images, ontology, and learning datasets. Therefore, SBIR is
a research field that receives much attention and challenges. On the inherited
basis of the previous researches and overcoming the limitations of the related
methods as well as creating a system of semantic images retrieval to promote
searching results, we propose an improved self-banlanced clustering tree based
on the combination of K-means and KNN to storage low-level visual feature
vectors. A semantic-based image retrieval system is proposed to search the
semantic and URI of the images on this data structure.

3. An improved self-balanced clustering tree

3.1. General description of a self-balanced clustering tree:

A self-balanced clustering tree (C-Tree) is an automatic clustering data
mining model, which performs automatically cluster feature vectors of image
datasets and improves the performance of similar images retrieval. C-Tree is
created based on a combination of hierarchical clustering, partitional clustering
and semi-supervisor learning technique. Data stored on C-Tree are low-level
visual features and concepts of objects, which are described in the image. Each
image is segmented into different regions [13,17]; on each region of the im-
age, the feature vector is extracted based on low-level visual features such as
color, position, and shape, etc. Each feature vector is labeled and mapped to
a conceptual subclass of images to describe visual semantics for each image
area. Each image is extracted with many feature vectors and many semantic
descriptions.

Figure 1 describes the node structure of C-Tree. Each node has elements
E, each element included a feature vector of each region image f vector and
an image identifier id or a path from the parent node to the child node Link.
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Internal node has Link �= 0 and id = 0, leaf node has Link = 0 and id �= 0.
Each node has a maximum of M elements.

Figure 1. A node structure C-Tree

Figure 2 shows the structure of a self-balanced clustering tree. A C-Tree
consists of a root, a set of internal nodes and a set of leaf nodes, which are used
to partition feature vectors in clusters at leaf nodes. A root is a internal node
without a parent node, containing at least 2 elements of internal node, feature
vector of element in root is the cluter center of child node, and has the path
Link to child node. The internal node is similar to the root, however it has one
parent node, at least one child. Leaf node is a node without child nodes, and
has identifier images id.

Figure 2. Structure of self-balanced clustering C-Tree

Algorithms for creating C-Tree include: Splitting the node, updating the
cluster center, and inserting an element into the tree. We use K-means method
to create C-Tree. Rules for creating C-Tree: (1) At the beginning, C-Tree has
only one empty root node; (2) Each element is inserted to a leaf node of the
C-Tree, which selected the nearest branch in similarity measure; (3) A leaf
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node is split into k -clusters if the number of elements exceeds M elements;
(4) An internal node is split into internal k -nodes if the number of elements
exceeds M elements. (5) When inserting element into the appropriate leaf node
or splitting nodes, so the tree C-Tree has to be updated from the center from
leaves to the root.

Because image data is constantly increasing, so C-Tree must be able to grow.
C-Tree grows in the root direction, so the height of the leaf nodes increases
equally, so C-Tree is a multi-branched tree that balances in height from the
root to the leaf node in all directions.

3.2. An improvement for building a self-balanced clustering tree

In this paper, we propose an improved method for building a self-balanced
clustering tree iC-Tree. We have provided a two stage approach for data clus-
tering. At the first we use K-means algorithm to identify clusters in large data
sets. At this stage, feature vectors which have the most association with each
other will be placed in a cluster based on Euclidean similarity measure. In
the second phase, after the data is clustered, we apply the KNN algorithm
to find the best neighborhoods and classify the clusters into different classes.
Therefore, we used the hybrid method K-means and KNN for clustering image
datasets in order to improve the efficiency of clustering similarity. Figure 3
describes proposed model for building a self-balanced clustering tree iC-Tree.

Figure 3. A proposed model for building iC-Tree
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The process creating iC-Tree is based on inserting data, updating cluster
center and splitting node to cluster feature vectors and the identifier of the
images with the metadata of those images. The method of building an improved
self-balanced clustering iC-Tree is as follows:

(i) Step 1: Initialize root node is empty. Insert the feature vectors in the
image data set into the root of the C-Tree.

Figure 4. Step 1 of the process creating iC-Tree

(ii) Step 2: When the number of E elements in the node/root exceeds M
elements, node is split into k -clusters by the KNN algorithm.

(iii) Step 3: Update the new cluster center and store it in the parent node.
A path from the parent node to the child node is created.

Figure 5. Step 2 and step 3 of the process creating iC-Tree

(iv) Step 4: Insert feature vectors in the image dataset into leaf nodes of the
C-Tree, which selected the nearest branch in similarity measure based on
the K-means algorithm. If a matching leaf node is not found, create a
new leaf to insert the data.
Repeat steps 3,4 and 2 until the training dataset is completed
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Figure 6. Step 2, 3, 4 of the process creating iC-Tree

Figure 4, 5, 6 describe the process creating iC-Tree with the combine of
K-means and KNN algorithms.

4. The proposed model based on an improved self-balanced clus-
tering tree for semantic-based image retrieval SBIR iCT

4.1. Image dataset

In this paper, each image is segmented into different objects. Our experi-
ment is evaluated on ImageCLEF dataset, which used a method of Hugo Jair
Escalante [8] for image segmentation. ImageCLEF dataset contains 41 folders
(from 0-th folder to 40-th folder) with 20,000 annotated and segmented images
with diverse themes. Each region is assigned to a label, which is mapped with
a semantic category, which has 276 classes.

Figure 7 shows an original image and five regions belonging to the classes
including child-boy, cloth, hat, face-of-person, wall. When a region is seg-
mented, that region is classified into a semantic category and assigned a label
as a vocabulary. Each region is extracted a feature vector including features
[12]: Region area, width and height; Features of locations including mean and
standard deviation in the x and y-axis; Features of shape including bound-
ary/area, convexity; Features of colors in RGB and CIE-Lab space including
average, standard deviation and skewness, etc.
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Figure 7. Origin image and segmented images (1004.jpg)

4.2. The proposed model of SBIR iCT

The general architecture model of the SBIR iCT system is described in Fig-
ure 8. The SBIR iCT is implemented by classifying images into visual word
vectors from the original clusters based on the improved self-balanced clustering
tree iC-Tree. The result of this system is the set of similar images and its seman-
tic conceptual subclasses and visual word vector. The SBIR CT query system
consists of two phases: (1) preprocessing phase: extracting feature vectors of
each region image to generate inputs for training automatically clustering and
classification data on an improved self-balancing clustering iC-Tree; (2) Image
query phase: for each image query, we extracted feature vectors and retrieve
on iC-Tree. The result of the querying process is a set of similar images and
its semantic, visual word vector. Then, the SPARQL command is generated
automatically from visual word vector to query on ontology.

Figure 8. Model of semantic-based image retrieval SBIR iCT
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4.2.1. Pre-processing phase of SBIR iCT

(i) Step 1: Extract data sample included feature vectors f and semantic
category w of each region corresponding to each image in dataset;

(ii) Step 2: Train an improved self-balanced clustering tree structure iC-
Tree to store data samples based on a hybrid method K-means and KNN
and Euclidean measure;

(iii) Step 3: Build ontology as RDF triple language to describe semantics for
image dataset. Ontology is described on Protégé in Figure 9.

Figure 9: Ontology of ImageCLEF dataset on Protégé

4.2.2. Query phase of SBIR iCT

(i) Step 1: For each query image IQ, the feature vectors of regions image
are extracted and retrieved on iC-Tree; the result is a set of similar image,
its semantic concepts and visual word vector.

(ii) Step 2: Create a SPARQL query based on the visual word vector and
retrieve on ontology to produce a set of URIs and the metadata of images;

(iii) Step 3: Arrange similar images by similarity measure of the query image.

4.3. The query process based on iC-Tree

The query process based on iC-Tree is described in Figure 10. The feature
vector of each query region is compared with feature vectors on the iC-Tree in
the direction from the root to the leaf nodes by Euclidean distance. Each the
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feature vector of the query image region identifies a cluster at the leaf node
of C-Tree. On the basis of C-Tree, we find matched clusters, from which we
synthesize and find out similar images based on the frequency of images and
Euclidean measure, which have the similar regions with the regions of the query
image; these image regions belong to a semantic category, which is the basis for
extracting semantics of query image. Based on the frequency of visual semantic
concept classes, the visual word vector is created to perform the retrieval image
in the semantic approach.

Figure 10. The model retrieval image based on the iC-Tree

Figure 11 is an illustration of the visual word vector of the set similar
image, which is generated from retrieval image process 1000.jpg (in ImageCLEF
dataset). This image is segmented into 5 regions with equivalent visual words
for each region such as: child boy, cloth, wall, hat, and face-of-person. The
retrieval images process of 1000.jpg on C-Tree produces a set of similar images
and visual word vectors. Visual word vector is stored in text files with 5
vocabularies, which have the most frequency in the set of similar image: face-
of-person (119), child-boy (80), cloth (67 ), wall (42), and hat (32).
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Figure 11. Illustration of a visual word vector

Retrieval image algorithm on C-Tree is described as follows:

Algorithm IRCT
Input: feature vector f of query image IQ, C-Tree
Output: Set of similar image SI
Function IRCT (f, IQ, v)
Begin

v=Root;
If (v is Leaf) then

SI = vi.E|i = 1..count;
Return SI;

Else
For (f ∈ v) do
m = argmin{Minkowski(f, vi.f)|i = 1..v.count};

EndFor
v = v.E[m].l;
IRCT (f, IQ, v);

EndIf
End

5. Experiments and discussions

5.1. Experimental application

We conducted an evaluation of the effectiveness of the proposed improve-
ment, a K-means and KNN hybrid method, to cluster large data on a self-
balanced clustering tree. First, we installed a self-balanced clustering tree with
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the original K-means, then an improved self-balanced clustering tree with a
combination of K-means and KNN algorithms. In this section the results and
evaluation of the proposed system SBIR iCT on ImageCLEF dataset will be
reviewed. In our experiment, the SBIR CT system is built on the dotNET
Framework 4.5 platform, the C# programming language. The SBIR iCT sys-
tem is performed in two phases: preprocessing phase and query phase, which
are implemented on computers with Intel (R) CoreTM i7-8750H processors,
CPU 2.70GHz, RAM 8GB and Windows 10 Professional operating systems.
Figure 12 describes the SBIR iCT system for semantic image retrieval.

In order to assess effectiveness of proposed method, we used the following as
evaluation metrics: precision, recall, F-measure. The formulas of these values
are as follows:

precision =
|relevant images ∩ retrieved images|

|retrieved images| (1)

recall =
|relevant images ∩ retrieved images|

|relevant images| (2)

F−measure = 2× (precision× recall)

(precision+ recall)
(3)

Our empirical data set is divided into two sections, one for training data
and one for test data. Figure 11 describes the semantic image retrieval system.
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Figure 12. The semantic retrieval image system

5.2. Results and discussions

In order to assess effectiveness of proposed methods, we used the following
as evaluation metrics: precision, recall, F-measure. We used 7092 images on
the ImageCLEF dataset to get the image retrieval performance of the proposed
methods.

5.2.1. Result of SBIR CT

We installed a self-balanced clustering tree with the original K-means and
built application of SBIR based on this data structure. Performance of image
retrieval of SBIR CT on ImageCLEF dataset is described in Table 1. The
averages of performance are such as: recall 0.4403, precision 0.6510, F-measure
0.5227, and average query time 73.0605 ms.
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Folders No.
images

Avg.recall Avg.precision Avg.F-
measure

Avg.query
time (ms)

00-10 2239 0.412843042 0.63972223 0.49943441 82.2642317
11-20 1820 0.459227484 0.61276569 0.52322946 76.7232867
21-30 1491 0.412109099 0.63408214 0.49720632 73.5502254
31-40 1542 0.477112611 0.71750647 0.57088284 59.7042889
AVG 7092 0.440323059 0.65101913 0.52268826 73.0605082

Table 1. Performance of image retrieval of SBIR CT on ImageCLEF dataset

Figure 13 describes the average Precision, Recall, F-measure of 41 folders
in ImageCLEF dataset. Each point on curve describes the average value of a
folder. The ImageCLEF dataset consists of 41 folders (0-th to 40-th), so this
figure has 41 point on each curve. This graph shows that the precision of the
retrieval is at an average level, with many subjects of image dataset for high
precision. The accuracy of the query system is concentrated in the 0.5 to 0.7
range. In particular, the precision of folder 39 is the largest at 0.8625 and the
precision of folder 13 is lowest at 0.5137. The recall of the SBIR CT system
is quite low, so the F-measure is not high. The recall of the query system is
concentrated in the 0.35 to 0.5 range, the recall of folder 20 is the largest at
0.5571 and the recall of folder 21 is lowest at 0.3154.

Figure 13. The performance of SBIR CT on ImageCLEF dataset
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5.2.2. Result of SBIR iCT

The hybrid method K-means and KNN is proposed to build an improved
self-balanced clustering tree iC-Tree. We build the Semantic-Based Image Re-
trieval SBIR iCT based on this improved data structure. Performance of image
retrieval of SBIR CT on ImageCLEF dataset is showed in Table 2. The av-
erages of performance are such as: recall 0.4640, precision 0.7083, F-measure
0.5588, and average query time 85.7898 ms.

Folders No.
images

Avg. recall Avg.
precision

Avg.
F-measure

Avg. query
time (ms)

00-10 2239 0.461833 0.692905 0.553593 91.5378976
11-20 1820 0.452912 0.666004 0.538203 87.2450577
21-30 1491 0.465221 0.687378 0.552251 92.0385671
31-40 1542 0.476163 0.786902 0.59128 72.3378652
AVG 7092 0.464032 0.708297 0.558832 85.7898469

Table 2. Performance of image retrieval of SBIR CT on ImageCLEF dataset

Figure 14 describes the average Precision, Recall, F-measure of SBIR iCT
on ImageCLEF dataset. This graph shows that the accuracy of the query
system is concentrated in the 0.6 to 0.75 range. The precision of folder 36 is
the largest at 0.8730 and the precision of folder 12 is lowest at 0.6091. The
recall of the query system is concentrated in the 0.45 to 0.5 range, the recall of
folder 20 is the largest at 0.5980 and the recall of folder 21 is lowest at 0.3766.

Figure 14. The performance of SBIR iCT on ImageCLEF dataset



270 L. M. Thanh et al.

5.2.3. Discussions

We compare the performances obtained above to evaluate the effectiveness
of proposed improvement. Figure 13 and 14 show that, the average Preci-
sion, Recall of SBIR iCT is higher than SBIR CT on the same dataset imge-
CLEF. The accuracy of SBIR CT and SBIR iCT is concentrated in [0.5, 0.7]
and [0.6, 0.75] respectively. Figure 16 describes a comparison in precision of
SBIR iCT and SBIR CT on ImageCLEF. This graph shows that the majority
of the points on the curve of SBIR iCT are higher than the points on the curve
of SBIR CT. It proves that our improvements are effective. The result of this
comparison is shown in Table 3.

Method Mean
Average
Recall

Mean
Average
Precision
(MAP)

Mean
Average

F-measure

Avg. query
time (ms)

SBIR CT
(K-means)

0.440323 0.651019 0.522688 73.0605082

SBIR iCT
(Hydrid K-
means and
KNN)

0.464032 0.708297 0.558832 85.7898469

Table 3. Comparison performance of SBIR CT and SBIR iCT

From the above comparison results, the query time of the proposed method
SBIR iCT is more than SBIR CT. However the Precision, Recall, F-measure
of this improved method gives better. The experimental results show that
proposed methods are correct and effective.

Figure 15. A comparison in precision of SBIR iCT and SBIR CT on ImageCLEF
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At the same time, the values of Mean Average Precision (MAP) of proposed
method are compared with other methods on the same dataset, which are
described in Table 4. It shows that the accuracy of SBIR iCT is higher than
that of other methods. However, the MAP of Y. Cao’s method [24] gives better
value than the proposed method of this paper. In Y. Cao’s method, the authors
perform image retrieval relied on CNN. In this method, two vectors are created
including the image vector and the sentence vector. This system only searches
similar images and it does not create semantics of image content as well as
does not query on ontology. So this method only performs the first stage of
the semantic image retrieval. In our proposed method, we extracted semantics
of image from low-level visual feature vectors based on iC Tree. This process
creates a set of similar images with their semantics and visual word vector and
query on ontology. Then we automatically create a query based on SPARQL
language and query on ontology. We compared this work to show the difference
between two problems, including the image retrieval based on semantics and the
semantic-based image retrieval. We intend to improve the retrieval accuracy of
proposed system with different techniques in the future works.

The comparison results show the accuracy and effectiveness of the proposed
model and algorithm. Therefore SBIR iCT can be developed to improve the
efficiency of semantic image retrieval systems.

Methods Mean Average Precision (MAP)
H. Cevikalp 2017 [4] 0.4678
M. Jiu, 2017 [11] 0.5970
Y. Cao, 2016 [24] 0.7236

V. Vijayarajan, 2016 [23] 0.4618
Our proposed method SBIR iCT 0.7082

Table 4. Comparison mean average precision (MAP) of methods

on ImageCLEF dataset

6. Conclusions

In this paper, we implemented a semantic-based image retrieval system
SBIR iCT based on an improved self-balanced clustering C-Tree using hybrid
K-means and KNN. The proposed model is based on semi-supervised learning
techniques. At the same time, we developed a method for extracting semantic
images on ontology. The retrieval process on iC-Tree find similar images and
visual word vector; then the SPARQL command is automatically generated
to query on ontology. We implemented our SBIR iCT system based on the
proposed methods, model and algorithms. The experiments are evaluated on
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ImageCLEF dataset with the precision 70.82%, the recall 46.40% and the F-
measure 55.88%. Experimental results are compared to other methods on the
same image dataset. The experimental results show that proposed methods
are correctness and effectiveness. SBIR iCT system can be developed and
improved to increase image retrieval efficiency. In a future work, we intend to
improve our algorithm image classification by using deep learning techniques
and building ontology from image collections on WWW.
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