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Abstract. Genetics is a fast developing field and lot of its development
relies on bioinformatics and solving computing problems. The genetic data
are huge, for example the human reference genome is about 3 GB and for
other species they can be even greater. It is not a trivial task to process
them efficiently, recovering useful data for biological and medical sciences.
Researchers have already developed different models and representations of
genomes to provide deeper knowledge and explore hidden context in these
data. Recent years a lot of publications have been made about how to
represent genomes in graphs and examining the graph features of genomes
like graph centrality.
The aim of this paper is comparing and examining the graph centrality
of viral genomes that could help in the study of these data. We use a
number of concepts of genetics and bioinformatics, mostly in meaningful
context. Their exact individual definition would place too much burden on
the article; the interested readers may turn to the references provided.
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1. Introduction

Deoxyribonucleic acid (DNA) is a complex molecule containing the genetic
information, built up by nucleotides. Nucleotides are built up by three compo-
nents: nucleobases, a sugar called deoxyribose and a phosphate group. There
are four kind of nucleobases: adenine, cytosine, guanine and thymine.

A genome sequence contains the complete list of the nucleobases found in
the chromosomes of an individual or a species. In bioinformatics, we store the
genomes as strings, composed by the characters for the nucleobases, in case of
a DNA genome ’A’, ’C’, ’G’ and ’T’. Similarly, we can store RNA and protein
genome sequence data too.

The common technology to sequence the DNA genome of an organism, can
get only short reads (about the length of 50-250 base pairs) from the DNA.
These reads are not in order, they can overlap and even repeats are allowed.

It is common to use graphs to assemble short reads of genomes. In [8]
authors reviewed the most important types of genetic graphs, together with
the algorithmic challenges and open issues related to their use.

Mainly, the following types of graphs are used to represent genomes: overlap
graphs, string graphs, de Bruijn graphs, genome alignment graphs, tiled graphs,
sequence graphs and variation graphs.

In this paper our aim was to analyze and compare different features of the
graphs built from the genomes of viruses. We are going to focus mainly on
whether we are able to classify these viral genomes into their virus families and
genuses using the graph centrality values and the similarity of subsequences in
the nodes with the maximal centrality values in their overlap graphs.

2. Related works

This section starts with the overview on the state of the art of different
graph representations of genomes.

In the case of overlap graphs, in [18] authors proposed a de novo assembler
software to process short reads produced by the Illumina sequencing platform.
Based on a classical overlap graph representation and on the detection of po-
tentially spurious reads, their software generates a set of accurate contigs of
several kilobases (abbreviated by ’kb’) that cover most of the bacterial genome.
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Also, in [17] the Omega (overlap-graph meta genome assembler) was devel-
oped by the authors for assembling and scaffolding Illumina sequencing data
of microbial communities. In comparison with three de Bruijn graph assem-
blers (SOAPdenovo, IDBA-UD and MetaVelvet), Omega provided comparable
overall performance on a HiSeq 100-bp dataset and superior performance on a
MiSeq 300-bp dataset.

For example of using de Bruijn graphs, in [27] authors developed a new
set of algorithms, collectively called ”Velvet” to manipulate de Bruijn graphs
for genomic sequence assembly. When applied to real Solexa data sets, Velvet
generated contigs of about 8 kb in a prokaryote and 2 kb in a mammalian BAC.

Authors in [22] present the concept and formalism of the string graph,
which represents all that is inferable about a DNA sequence from a collection
of shotgun sequencing reads collected from it. They also demonstrate that the
decomposition of reads into k-mers employed in the de Bruijn graph approach
described earlier is not essential.

In [25] authors introduce some tile assembly models (aTAM, kTAM, 2HAM)
based on tile graphs. They also discuss and define a wide array of more recently
developed models and discuss their various trade-offs in comparison to the
previous models and to each other.

Authors of [7] provide an initial, theoretical solution to the challenge of
de novo assembly from whole-genome shotgun microreads. Assemblies are pre-
sented in sequence graph that retains intrinsic ambiguities such as those arising
from polymorphism, thereby providing information that has been absent from
previous genome assemblies.

In [14] authors present vg, a toolkit of computational methods for creating,
manipulating, and utilizing variation graph structures as references at the scale
of the human genome. They found that using variation graphs as references for
DNA sequencing practical at gigabase scale, or at the topological complexity
of de novo assemblies.

There are some works discussing how else graphs can be used for genomic
calculations. Now, we are mostly interested about graph and network central-
ity.

As first example, in [26] authors propose a method to integrate different
breast cancer gene signatures by using graph centrality in a context-constrained
protein interaction network (PIN). The genes which are well-known breast can-
cer genes, such as TP53 and BRCA1, are ranked extremely high in their results.

In [20] authors used the topological centrality in protein networks of complex
trait genes for implications in genetics, personal genomics, and therapy.

Furthermore, in [21] authors identified potential drug targets of Mycobac-
terium tuberculosis H37Rv through systematically integrated comparative ge-
nome and network centrality analysis.
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3. Background

This section is about the theoretical background of the algorithms we used.
Here we define the overlap graph of strings, the graph centrality measures that
we calculated for genomes in graph representation and a method to calculate
the similarity of strings.

3.1. Overlap graph of strings

Definition 3.1 (see [2]). Let s and t be strings over an alphabet. If there
exists a partition of s and t with the properties:

s = xy, t = yz, x �= e, z �= e

where the length of y is maximal and e is empty string, then y is the overlap
of s and t, denoted by Ov(s, t) and ov(s, t) is the length of Ov(s, t).

Definition 3.2 (see [2]). Let S = (s1, ..., sn) be a set of strings. The overlap
graph of S is the complete edge-weighted directed graph:

Gov(S) = (V,E, c),

where
V = S, E = V 2, c : E → N

with
∀si, sj ∈ V : c(si, sj) = ov(si, sj).

We can use a threshold value indicating a minimal number of overlapping
characters betweenness two words. When building the graph, only those over-
laps will be considered that satisfy this threshold value. Figure 1 shows an
example overlap graph, of strings ’CCT’, ’CTT’, ’TGC’, ’TGG’, ’GAT’, ’ATT’
with threshold of 1.

3.2. Graph centrality measures

Definition 3.3. The degree centrality for a node is the fraction of nodes it is
connected to.

Definition 3.4 (see [4]). Eigenvector centrality computes the centrality for a
node based on the centrality of its neighbors. The eigenvector centrality for
node i is the i-th element of the eigenvector e defined by the following equation:

Re = le,

where R is the adjacency matrix of the graph G with eigenvalue l. There is a
unique solution e, all of whose entries are positive, if l is the largest eigenvalue
of the adjacency matrix R.
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Figure 1. Example overlap graph

Definition 3.5 (see [13]). Closeness centrality of a node u is the reciprocal of
the average shortest path distance to u over all n− 1 reachable nodes.

C(u) =
n− 1∑n−1

v=1 d(v, u)
,

where d(v, u) is the shortest-path distance between v and u, and n is the number
of nodes that can reach u.

Definition 3.6 (see [12][5]). betweenness centrality of a node v is the sum of
the fraction of all-pairs shortest paths that pass through v:

cb(v) =
∑
s,t∈V

o(s, t|v)
o(s, t)

where V is the set of nodes, o(s, t) is the number of shortest (s, t)-paths, and
o(s, t|v) is the number of those paths passing through some node v other than
s, t. It is also called shortest-path betweenness centrality.

Definition 3.7 (see [5][6]). betweenness centrality of an edge e is the sum of
the fraction of all-pairs shortest paths that pass through e:

cB(e) =
∑
s,t∈V

o(s, t|e)
o(s, t)

,

where V is the set of nodes, o(s, t) is the number of shortest (s, t)-paths, and
o(s, t|e) is the number of those paths passing through edge e.
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Definition 3.8 (see [15][24]). The load centrality of a node is the fraction of
all shortest paths that pass through that node.

Definition 3.9 (see [3]). Harmonic centrality of a node x is the sum of the
reciprocal of the shortest path distances from all other nodes to x:

C(x) =
∑
y �=x

1

d(y, x)

where d(y, x) is the shortest-path distance between y and x.

Table 1 summarizes the centrality statistics of the example graph presented
on Figure 1.

Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 1.2 TGC

Eigenvector centrality 0.6 TGC, TGG

Closeness centrality 0.8 TGC, TGG
Betweenness centrality 0.35 TGC, TGG, GAT

Edge betweenness centrality 0.4 TGG-GAT

Load centrality 0.35 TGC, TGG, GAT
Harmonic centrality 4.5 TGC,TGG

Table 1. Centrality values of example graph

3.3. Similarity of strings

Definition 3.10 (see [2]). Let s = s1...sm and t = t1...tn be two strings over
an alphabet E. Let − be a gap symbol, E� another alphabet, h homomorphism:

− /∈ E, E� = E ∪ {−}, h : (E�)∗ → E∗, h(a) = a, h(−) = e,

where e is empty string.

An alignment of s and t is a pair of strings of length l over alphabet E�:

(s�, t�) : l ≥ max{m,n}
such that the following conditions hold:

|s�| = |t�| ≥ max{|s|, |t|}, h(s�) = s, h(t�) = t

and there is no position containing a gap symbol in s� as well as in t�, i.e.,

∀i ∈ 1, .., l : (s�i �= − ∨ t�i �= −)
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Definition 3.11 (see [2]). Let s and t be two strings over an alphabet E.

∀a, b ∈ E : p(a, b) ∈ Q, g ∈ Q.

The score d of an alignment (s′, t′) of length l is first defined column-wise:

∀x, y ∈ E : d(x, y) = p(x, y).

Furthermore, let d(−, y) = d(x,−) = g. The score of an alignment is then
defined as the sum of the values over all columns, i.e.,

d(s′, t′) =
l∑

i=1

d(s′i, t
′
i).

For an alignment score d, we furthermore define an optimization goal

goald ∈ {min,max}
Definition 3.12 (see [2]). Let s and t be two strings, and let d be an alignment
scoring function. The similarity simd(s, t) of s and t according to d is the score
of an optimal alignment of s and t, i.e.,

simd(s, t) = goald{d(s′, t′)|(s′, t′)}
where (s′, t′) is an alignment of s and t. If the alignment scoring function is
clear from the context, we also write sim instead of simd.

We chose the parameters as p(a, a) = 1, p(a, b) = −1, if a not equals b and
g = −2. So the similarity of two subsequence will be the maximum score of an
alignment.

In the above calculations we defined linear penalty for gaps. For the mea-
surements we calculated affine penalty.[1] An affine gap penalty is written as
a + b(L − 1), where L is the length of the gap, a is a constant called the gap
opening penalty, and b is a constant called the gap extension penalty. We
defined a as -10 and b as -2.

In Table 2 we present the similarity values of some example strings.

4. Centrality results

The genomes processed in this article are from the NCBI [23] and the En-
sembl Genome databases [11]. We collected viruses from two different virus
families and four different genuses, as presented on Table 3, to search for cor-
relation between these classifications of viruses based on the centralities.
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CCT CTT TGC TGG

CCT - 2 -1 -2

CTT 2 - -1 -2

TGC -1 -1 - 1
TGG -2 -2 1 -

Table 2. Similarity of example strings

Virus Genus Family

Avian retrovirus Alpharetrovirus Retrovirus

Feline leukemia Gammaretrovirus Retrovirus

Hepatitis C Hepacivirus Flaviviridae

Murine leukemia Gammaretrovirus Retrovirus

Yellow fever Flavivirus Flaviviridae

Zika Flavivirus Flaviviridae

Table 3. Examined viruses

As the result of our research, first we report the different centrality values of
the viruses in our dataset, presenting only the node with the maximal centrality
and its centrality value.

For the graph centrality calculations we used the Netrowkx python mod-
ule [16].

To measure the centrality values of viruses, we defined the nodes as length
of 10 subsequences and defined the minimum overlapping value as 7.

4.1. Retrovirus

Tables 4, 5 and 6 show the centrality value results and the subsequences of
the nodes and edges with maximal centrality values of the retroviruses.

Later we will see that their maximal eigenvector, between, edge between
and load centrality values are usually higher then what the viruses have in the
family of flaviviridaes.

For example, in case of betweenness centralities this means that in these
graphs more paths are passing through some nodes in average, then through
others. As a consequence, in our case, the subsequences in these nodes are
covered by more ”overlap paths” than other subsequences in average. So these
subsequences are more likely that could be used to determine similarity between
whole genomes.
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Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 0.004 ATGGCAGAAG

Eigenvector centrality 0.0776 TCATCCTCAG

Closeness centrality 0.093 AGGGAGGTTC

betweenness centrality 0.0269 AGGGAGGGGG

Edge betweenness centrality 0.0175
CAGTTGGCTA-
TTGGCTACAG

Load centrality 0.0272 AGGGAGGGGG
Harmonic centrality 405.1009 AGGGAGGTTC

Table 4. Centrality values of Avian retrovirus

Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 0.0027 ACCGACCCCA

Eigenvector centrality 0.0785 GAAGAAAGAG

Closeness centrality 0.1238 CCTCTTGCTG

betweenness centrality 0.01 AGGAAAAACT

Edge betweenness centrality 0.005
AAAAACTCGA-
AACTCGACCA

Load centrality 0.01 AGGAAAAACT

Harmonic centrality 1062.773 CCTCTTGCTG

Table 5. Centrality values of feline leukemia

Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 0.0036
CCTCCTCTGA,
GGTGGAGAAG

Eigenvector centrality 0.0574 CACCAAGGCC
Closeness centrality 0.1196 CACCAAGGGC

betweenness centrality 0.0145 TGTCACCAAG

Edge betweenness centrality 0.0092
CCTGGCCACC-
GGCCACCAAG

Load centrality 0.0146 TGTCACCAAG

Harmonic centrality 702.8147
CTGTGTTGTC,
CTGTGTTGTG

Table 6. Centrality values of Murine leukemia
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4.2. Flaviviridae

In tables 7, 8 and 9 we can see the centrality value results and the subse-
quences of the nodes and edges with maximal centrality values of the flaviviri-
daes.

As we discussed in the previous subsection, their maximal eigenvector, be-
tween, edge between and load centrality values are usually lower than the cor-
responding values in the family of retroviruses.

In contrary to the conclusion we made in section 4.1, in case of between-
ness centralities for example, the subsequences in the nodes with the maximal
centrality values could less likely be used to determine the similarity between
whole genomes.

Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 0.0022 TCCTGGCGGG

Eigenvector centrality 0.0539 CTGCTCCTTC
Closeness centrality 0.1283 CCACTGGGGC
betweenness centrality 0.0089 CCACTGGCGG

Edge betweenness centrality 0.0044
CTCCTTCACT-
CTTCACTACC

Load centrality 0.0089 CCACTGGCGG
Harmonic centrality 1301.339 GGGGGAGAAT

Table 7. Centrality values of Hepatitis C

Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 0.0021
TTTGGGAAAG,
TGAGGAAAGT

Eigenvector centrality 0.0468 AATGACAACC
Closeness centrality 0.15 GGAAGAATGG

betweenness centrality 0.0067 GGGAAAGGAA

Edge betweenness centrality 0.0019
TGCCATGGGA-
CATGGGAAAG

Load centrality 0.0067 GGGAAAGGAA
Harmonic centrality 1720.605 GGAAGAATGG

Table 8. Centrality values of yellow fever
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Centrality measure
Maximal
value

Nodes, edges with
maximal value

Degree centrality 0.0027 AGAGAGGAGA

Eigenvector centrality 0.059 AGAATGGATG
Closeness centrality 0.1558 AGAGAGGATA
betweenness centrality 0.0059 AGAGAGGAAG

Edge betweenness centrality 0.0022
AGAGCATTCA-
GCATTCACCA

Load centrality 0.006 AGAGAGGAAG
Harmonic centrality 1790.1804 AGAGAGGATA

Table 9. Centrality values of zika virus

5. Correlations

In this section we present the patterns and correlations we found in the
calculated results. First the connection of centrality values between the viruses
from different or same families and genuses, then the similarity of the subse-
quences from the nodes with maximal centrality values from different families.

5.1. Correlations in centrality values

On Figure 2 we can inspect the correlations of the maximal centrality values
of the viral genomes. We can see that viruses from the same family has closer
maximal centrality values at closeness centrality, betweenness centrality, edge
betweenness centrality and load centrality. However the maximal values for
eigenvector centrality is more mixed.

Furthermore we can see that maximal centrality values of viruses from dif-
ferent genuses in the same family also show larger difference from the maximal
centrality values of viruses in the same genus in the same family in the case
of the maximal values of closeness centrality, betweenness centrality, edge be-
tweenness centrality and load centrality.

5.2. Correlations in similarity

Next we discuss the similarity of subsequences that are on the nodes with
maximal centrality value. We measured the similarity of nodes with maximal
centrality for two viruses from each of the two different families.

On Table 10 we can see that with degree centrality, viruses from the same
family has more similar subsequences at the nodes with maximal degree cen-
trality values than viruses from different families.
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Figure 2. Correlation of the maximal centrality values

feline murine yellow fever zika
feline - -1 -4 -2

murine -1 - -4 -6
yellow fever -4 -4 - 0
zika -2 -6 0 -

Table 10. Similarity of nodes with maximal degree centrality

Table 11 shows similar correlations with harmonic centrality as in the case
of degree centrality.

feline murine yellow fever zika
feline - -2 -6 -5
murine -2 - -7 -5

yellow fever -6 -7 - 0
zika -5 -5 0 -

Table 11. Similarity of nodes with maximal harmonic centrality

Looking at Table 12 we can make an interesting observation: murine leuke-
mia got the same similarity values for all the other examined viruses. Consid-
ering that yellow fever and zika is still the most similar, we can only conclude
that viruses from the same family have more or equally similar subsequences
at the nodes with the maximum closeness centrality value.
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feline murine yellow fever zika
feline - -3 -6 -5
murine -3 - -3 -3

yellow fever -6 -3 - 0
zika -5 -3 0 -

Table 12. Similarity of nodes with maximal closeness centrality

Discussing Figure 2 we could not conclude the existence of correlation of
various eigenvector centrality values and families of viruses. Consequently, the
similarity values presented in Table 13 also do not point towards correlation.

feline murine yellow fever zika
feline - -1 0 0

murine -1 - 1 -4
yellow fever 0 1 - -2
zika 0 -4 -2 -

Table 13. Similarity of nodes with maximal eigenvector centrality

6. Conclusion

We have analyzed the centrality values of overlap graph representations
for virus genomes. Our research shows that viruses from different families and
also from different genuses probably show difference in their maximal centrality
values but viruses from the same families and also from the same genuses can
show similar maximal centrality values.

We have also analyzed the similarity of the subsequences in the nodes with
the maximal centrality values and we found that viruses from the same fam-
ily probably show more similarity for these subsequences than viruses from
different families using degree and harmonic centrality.

7. Future works

We are working on a website, where the centrality values of all nodes for
all genome graphs will be published, with multiple parameter settings, so that
researchers can access them and can search for patterns. The site will be
available at http://bioinformatics.elte.hu/
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Furthermore, it could be interesting to consider not only a single node with
the maximal centrality value per genome, but consider multiple nodes with high
centrality values for each genome, when analyzing the similarity of genomes.

We should also check our results against greater datasets and with auto-
mated classification.
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Hungary
lkp@caesar.elte.hu

kiss@inf.elte.hu


