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Abstract. In this paper, we consider a variant of the classical bin packing
problem, called unit fraction bin packing (UFBP), where all item sizes are
unit fractions. It turns out that the number of bins used by an optimal
packing in UFBP is very close to the sum of item sizes. We investigate
the relations between these two values, and give a polynomial time optimal
algorithm for some cases.

1. Introduction

In the classical bin packing problem, given a sequence a := (a)X_; of length
L € Nt := {1,2,...} of item sizes aj,as2,...,ar, where 0 < a; < 1 for all
i = 1,2,...,n. The goal is to pack these items in unit sized bins using as
few as possible such that the total size of items packed in one bin does not
exceed 1. Regarding computational complexity, finding the necessary, but also
sufficient (referred to as optimal later) number of bins is NP-hard, and the
decision problem — deciding if the objects will fit into a specified number of
bins — is NP-complete [7].

The problem is closely related to some operational research problems (e.g.
cutting stock and knapsack problems), and also to many scheduling problems
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in information theory, like multiprocessor scheduling [4] and virtual machine
memory scheduling [9].

We note that in many cases, instead of finding an optimal solution, simple
heuristic algorithms like first fit and best fit are applied to either the original
or the sorted (decreasing) sequence of object sizes. The performance of these
methods compared to an optimal one is widely investigated, see e.g. [10], [2]
and [3].

A variant of the classical problem is the unit fraction bin packing problem
(or UFBP), in which all item sizes are unit fractions, i.e. of the form + for
some k € NT. It turns out that this case is connected to the so called windows
scheduling problem [1], [5]. While the complexity class of finding an optimal
packing is unknown, we will see that in most comparisons the UFBF problem

behaves more nicely than the classical problem.

Let us introduce the notation

L
S(a) := Z a;

for the total size of objects, and H(a) := [S(a)]. For an algorithm A, we will
denote the number of bins used by the algorithm for a sequence a by A(a).
Specially, the number of bins used by an optimal algorithm for a is OPT(a).
It is clear that H(a) < OPT(a) for arbitrary a.

It is known [6] that for the bin packing problem, OPT(a) < 2H(a) — 1
for any a, and there exists a sequence for which the equation holds. So the
difference between the total size of objects and the total volume of used bins can
be quite large. On the other hand, for UFBP the inequality OPT(a) < H(a)+1
was proved by Bar-Noy et al. [1]. In the same paper, they also showed that some
well-known heuristic approaches have much better asymptotical properties for
UFBP. In fact, for the so-called first fit decreasing (FFD) algorithm, we have
OPT(a) < FFD(a) < H(a) + 1. Note that FFD is not an optimal algorithm,
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e.g. letting a = (5, 3,3, 1, 1, 1), one can see that an optimal packing uses 2

bins while F'/F'D uses 3.

Now it is clear that for any sequence a, OPT(a) is either H(a) or H(a)+ 1.
In this paper, we investigate conditions under which OPT'(a) = H(a) holds. We
will show that if the difference of S(a) and H(a) surpasses a certain threshold,
this equation holds regardless of a. In these cases, a simple polynomial time
optimal packing algorithm can be given.
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2. Preliminary results

First, we observe that the theoretical bound given in [1], i.e. for any sequence
a we have OPT(a) < H(a) + 1, is sharp.

Theorem 2.1. There exists a sequence a of item sizes, such that OPT(a) =
=H(a)+1.

Proof. Let a = (%, %, %, %, %, %, %) For this sequence we have H(a) = 2. The
object of size % can be packed either with an % or two %—s. In both cases
the sum of the remaining sizes is greater than 1, so one additional bin is not

sufficient. Consequently OPT(a) = 3. [

We note that in this counterexample, the sum of sizes S(a) = % is relatively

close to H(a) = 2.

Next, we prove that if the difference of S(a) and H(a) is large enough,
H(a) = OPT(a) must hold.

Theorem 2.2. For any sequence a, if S(a) < H(a)—1, then OPT(a) = H(a).

Proof. Indirectly, suppose that there exists at least one sequence which is a
counterexample to our claim. Consider the ones having the least possible H(a)
value, and among these having the minimal number of items. Denote such a
sequence by a. Obviously 1 ¢ a, or the example is not minimal.

Let m = min a be the smallest object size in a. Now if we remove an item of
size m from the sequence, then the resulting sequence b can be packed into at
most H(a) bins. Indeed, either H(b) = H(a) — 1 holds for b, so its elements fit
into H (a) bins, or H(b) = H(a) and S(b) < H(b)— 3, so bfits into H(b) = H(a)
bins by the minimality of a. Now the removed item m cannot be fitted into
any of these bins, otherwise a is not a counterexample. Hence, the sum of item
sizes must be greater than 1 — m in each bin.

Consequently we have

1 1/2
(2.1) H(a)~(1—m)+m<S(a)§H(a)—§ & m>H(a§—1'
Since m is the minimal item size in a, the rightmost fraction actually estimates
every element of the sequence — they are unit fractions with denominator less

H(a)—1
than /2

Using this bound and the minimality of a, we will deduce an upper bound
on S(a). Notice that, since a has minimal number of items, there cannot be
more than one item of size ﬁ, k € NT: otherwise just replace two of these by a
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single + =, and We have a smaller counterexample. Similarly, @ can have at most
2k items of 2k+1 size for any k € N*, otherwise remove 2k + 1 of those and we
have a counterexample for smaller total size. Consequently

H(a)—1

H(a
1 2%—2 1 1 3
(2.2) <3+ E (%_1 ) 3+ E L=H(a)~ 3.

=2
But, by definition, S(a) > H(a) — 1, contradicting the above inequality. |
In the next section we are going to tighten this result, eventually obtaining

Theorem 2.3. If S(a) < H(a) — 33 holds for a, then OPT(a) = H(a).
3. Further improvements

In this section, we are looking for ways to improve the previous result. It
is clear that there exists ¢y > 0, such that the statement

Proposition 3.1. If S(a) < H(a) — ¢ holds for a, then OPT(a) = H(a).

holds for every ¢ > ¢g, and for ¢ < ¢y there are counterexamples. Note that
Theorem 2.1 and 2.2 implies that ¢ is between = 55 and 1 . Better upper bounds
for ¢g follow in this section.

For a given value of ¢, we may prove this the same way as Theorem 2.2 if
we meet certain requirements. Notice that the proof has two main ingredients,
depending on c. First, in order to have a minimal counterexample a, the item
sizes must be bounded: similarly to (2.1), for the minimal element m now we
have

(3.1) H()-(1-m)+m< S(a)<H(a)—c < m>ﬁ.

So the denominators in a must be smaller than H(“c)_l.

The other main ingredient was the upper estimation for S(a), based on the
minimal element. Our initial approach to obtain (2.2) can be improved for a
better result: for any k& € NT, a can have at most d(k) — 1 items of size 1,
where d(k) denotes the smallest divisor of k greater than 1. Otherwise, we

d(k) (

could replace d(k) pieces of 1 + by a single unit fraction) item.

So we have

1

m d(k) _ 1

< § bk S

— k )
k=2
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and now we are able to finish the proof if ¢ is such a value that

if@%igH@_1
k=2

1

holds for every a and m satisfying (3.1), thus contradicting S(a) > H(a) — 1.
We are going to find the minimal ¢ value for this.

Let us introduce the notation

G(n) = Z %

k=2

Denote by n(H) the largest integer n such that G(n) < H —1. For any minimal
counterexample sequence a with minimal value at most %,
1 c

n” H@ -1

must hold. Letting n%‘_l = ﬁ gives ¢ = Hfﬁgfl, a sufficient ¢ value for the
given H(a).

Now to obtain a value of ¢ satisfying these conditions for every H(a),
we should choose it to be the supremum of the expression % over all
H=H(a)>2.

Lemma 3.1.
H-1 3
sup ———— = —.
e n(H)+1 7
Proof. We show that if H is large enough, the argument tends to zero. Denot-
ing the greatest divisor of k other than itself by e(k), it is clear that e(k) = 1

for prime k, and e(k) > Vk otherwise. So, denoting the number of primes less
than or equal to n by m(n),

n n

G(n) = Z d(kl_ ! < Z e(lk) < 7m(n) —i—Z Lk:’

k=2 k=2

and it can be proved by induction that

> =<2y

k=2

Si-

n

It is known [8] for the number of primes function that

n
1.25506 ——
m(n) < 1.25506 —.
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so we have

G(n) < 1.25506—— + 2y/n.

Inn
By the definition of n(H) we have G(n(H)) < H —1 < G(n(H) + 1).
Consequently
H-1 _G(H)+1) 125506 2
n(H)+1~ n(H)+1 Inn(H) n(H)

(3.2)

The right hand side is strictly decreasing, tending to 0 as H — +oo (son(H) —
— +00).

To find the supremum, we used a computer program to evaluate %
starting at H = 2. We keep track of the greatest encountered value, and stop
when the upper bound given by (3.2) falls below this value. At this point we
have the supremum, which is % in our case. |
Corollary 3.1. If S(a) < H(a) — 2 holds for a, then OPT(a) = H(a).

In fact, one may further enhance this result by noting that in a minimal

counterexample, there cannot be items of sizes i and % at the same time,

3
because then we could replace them by a single % More generally, we can see
that a minimal counterexample cannot have a subsequence of items with the

total size being a unit fraction itself.

Another possible improvement can be made by observing that for smaller
values of H(a), there are very few candidates for a minimal counterexamples,
so one may generate them and find the optimal packing for these cases.

Without further discussion, we state that after brute-forcing the optimal
packing for the possible sequences with H(a) < 10, and a few additional tricks
to avoid some unit fraction sums, we have

Proposition 3.2. If S(a) < H(a) — 32 holds for a, then OPT(a) = H(a).

4. An optimal algorithm for OPT (a) = H(a)

In this section, we give a simple, polynomial time optimal algorithm for
sequences a satisfying S(a) < H(a) — % Let us consider the algorithm making
the following two steps.

1) First, we reduce the input sequence a to a new one, which is a candidate
for being a counterexample in the ¢ = % case. Such a sequence contains a unit

fraction £, k € NT at most d(k) — 1 times.
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For this, we rearrange the items in increasing order, and, starting from the
smallest, we count the ones having the same size. If at any point the number
of + items reaches d(k), we remove these d(k) items and insert a single @
item (indicating that those d(k) items should be packed together), keeping the
increasing ordering. When we reach the end of the sequence, we pack every

item of size 1 to separate bins, removing them from the sequence.

This way, since we never insert a smaller item then the ones currently being
removed, we only have to process the sequence a single time to reduce the
amount of % items to at most d(k) — 1. Denote this new sequence by b. Since
we only removed items of size 1, S(b) < H(b) — 2 must hold.

2) By the proof of Corollary 3.1, we know that items of sizes > % have
total size less than H(b) — 1, meaning that first fit decreasing (FFD) will pack

them into at most H(b) bins (see Introduction).

Now the smaller items can be packed into any of these H(b) bins where
they fit. Indeed, if there is one of size m’ which cannot be packed, it implies
that for the total size
3

H(b)(1 —m') +m' < S(b) §H(b)f?,

consequently m’ > %, a contradiction.

So we proved that the sequence b can be packed into at most H (b) bins using
the FFD algorithm, obtaining an optimal packing for the original sequence a.

Using a similar idea, an optimal algorithm may be constructed for the case

S(a) < H(a) — 0.
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