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Abstract. Ranking has been applied in many domains using recom-
mendation systems such as search engine, e-commerce, and so on. We will
introduce and study N-linear mutual ranking, which can rank n classes of
objects at once. The ranking scores of these classes are dependent to the
others. For instance, PageRank by Google is a 2-linear ranking model,
which ranks the web-pages and links at once. Particularly, we focus to N -
star ranking model and demonstrate it in ranking conference and journal
problems. We have conducted the experiments for the proposed models
to classical ones. The experiments are based on the DBLP dataset, which
contains more than one million papers, authors and thousands of confer-
ences and journals in computer science. The experimental results show
that N -star ranking model evaluates everything much more detail based
on the context of their relationships.
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1. Introduction

Ranking is an interesting but difficult problem on many information pro-
cessing systems. With a large amount of information, the systems need to
adapt efficient ranking schemes to sort out (or to select) only the information
which are highly relevant to the users’ contexts. Particularly, in the context
of bibliometrics, a set of given entities can be quantified to compare several
evaluation indicators (e.g., popularity and reputation). For example, impact
factors (IF) of international journals can be measured by taking into account
how many times the papers in the corresponding journals have been cited.

In this work we focus on a system of ranking classes. Their ranking scores
have mutual dependencies, which can be expressed by a system of linear equa-
tions. Let us explain the ideas by two examples.

PageRank. PageRank is very well-known ranking for website [19], which
was applied in Google search engine. We rewrite the original formula by a
system of two generic linear equations describing the mutual dependency of
ranking of two classes, Web and Link

(1.1) Link ←− 100%×Web,

(1.2) Web ←− 85%× Link + 15%×Random.

Equation 1.1 says that the rank score of a link is determined by the rank
score of the web, in which the link is included. Equation 1.2 says that the rank
score of a web is determined by 85% from the rank score of links, which refers
to the web; and 15% from randomness. Thus the rank scores of webs and links
are mutually dependent. Moreover, we prove that there exists only one system
of rank scores that satisfies the above system of linear equations.

Ranking scientific publication. We propose a model for ranking 4 classes Au-
thors (Author), Publications (Pub), Conference (Conf) and Citations (Cite).
Their relationships are described by the following system of four generic linear
equations

(1.3) Author ←− 100%× Pub,

(1.4) Conf ←− 100%× Pub,

(1.5) Cite ←− 100%× Pub,

Pub ←− 30%×Author + 30%× Conf

+ 30%× Cite+ 10%×Random.
(1.6)
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Equation 1.3 says that the rank score of each author is determined by the
rank scores of his publications. Equation 1.4 says that the rank score of each
conference is determined by the rank scores of its publications. Equation 1.5
says that the rank score of each citation is determined by the rank score of
the publication, which is the owner of the citation. Equation 1.6 says that the
rank score of each publication is determined by 30% from the rank score of its
authors; 30% from the rank score of its conference; 30% from the rank scores
of the cited-to citations; and 10% from randomness.

Both of above ranking systems are described by systems of linear equations
called N-linear ranking models. Here are the key questions: Does the system
of linear equations have a unique solution? How can we compute the solution?
And how do the models work in realistic ranking systems? We solve only a
part of problems by studying a special case of N-linear ranking model, N-star
ranking model. Both of two examples are N-star ranking models and there
exist unique solutions. Moreover we can estimate it by a loop of computing the
linear function.

The main contributions and outline of this paper are as follows.

N-linear ranking model. We describe the background of the N-linear ranking
model (Section 2). N-linear ranking model is the system of N ranking scores
of N classes. The rank scores depend on others by a linear constraint system
(Subsection 2.1). We introduce the affect and reflect relation between classes
(Subsection 2.1). We explain these definitions in detail by the case study of
PageRank (Subsection 2.2).

N-star ranking model. We define the N-star ranking model as a N-linear
ranking model in which there exists a core class (Section 3). We prove that there
exists unique N-star ranking model which satisfies a given linear constraint
system (Proposition 3.2). We show that PageRank is a 2-star ranking model
(Proposition 3.1). Finally, we describe the algorithm to compute scores of
classes based on the linear constraint system.

Ranking bibliographical database. We study two N-star ranking models for
the author, publication and conference ranking problem in different contexts
(Section 4). The first model is general N-star ranking model for 4 classes: au-
thors, publications, conferences, citations (Definition4.1). In the second model,
we simplify the conditions by the assumption that everything is equal (Defini-
tion 4.2).

Experiments. We do the experiments for the simple N-linear ranking model
of authors, publications and conference ranking (Section 5). We have designed
the three different datasets to adapt the limit of computing resources (Subsec-
tion 5.1). The datasets are classified into two contexts: with/ without citations.
We propose the models and the measurements for comparing different ranking
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scores in both contexts (Subsection 5.2). We show the results and have discus-
sions over datasets (Subsection 5.3). Our results are quite different from the
naive one’s and provide us some interesting things.

Related works and conclusion. We discuss the related works of N-linear
ranking model (Section 6). We discuss the power and applicability of N-linear
ranking model (Section 7).

2. Backgrounds

2.1. N-linear mutual ranking system

The couple (A, R) is called a ranking system if (i) A = {a1, . . . , an} is a
finite set, and (ii) R : A → [0; +∞). A is called a class, a ∈ A is called an object
of the class A, and R is called a score of A. R is positive if R(a) > 0 ∀a ∈ A.
n = |A| is the size of A.

Definition 2.1. Ω = {(Ai, Ri)}Ni=1 is called a N -linear mutual ranking
system described by a system {αij , βi, Ii,Wij} if (Ai, Ri) is a ranking system
and αij , βi ∈ [0; +∞), Ii = (t(i)u )ni

, ni = |Ai|, is a ni-dimensional normal-
ized nonnegative real number vector , Wij = (ω(ij)

kl )ni×nj
is a nonnegative real

number and normalized columns matrix such that for all i = 1, . . . , N,

∑
j

αij + βi = 1 and Ri =

N∑
j=1

αijWijRj + βiIi.

{αij , βi, Ii,Wij} is called a linear constraint system of Ω.

Note that, generally since
∑
i

αij +
1
N

∑
j

βj is different one, a N -linear mu-

tual ranking system is not a Markov chain. Let aiu, ajv be objects in Ai,Aj

respectively. Suppose C∗(aiu, ajv) = αijω
(ij)

uv . From the definitions, we have

Ri(aiu) =

N∑
j=1

nj∑
v=1

αijω
(ij)

uv Rj(ajv) + βit
(i)

u =

N∑
j=1

nj∑
v=1

C∗(aiu, ajv)Rj(ajv) + βit
(i)

u .

ajv is called affect to aiu (denoted by ajv → aiu) if C∗(aiu, ajv) > 0. Class Ai

is called total affect and reflect directly to class Aj (denoted by Ai → Aj) if
∀ajv ∈ Aj : ∃aiu1

, aiu2
∈ Ai: ajv → aiu2

∧ aiu1
→ ajv.

Definition 2.2. Class Ai is called total affect and reflect to class Aj,
denoted by Ai � Aj, if Ai → Aj or ∃Ak : Ai → Ak ∧ Ak � Aj.
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2.2. PageRank

We rewrite the PageRank into a 2-linear mutual ranking system as follows:

W = A1 is the class representing for the set of webpages. L = A2 is the
class representing for hyperlinks. For each hyperlink l ∈ L from web u ∈ W to
web v ∈ W , we denote u = in(l) and v = out(l). For each v ∈ W , we denote:
IN(v) = {l ∈ L|v = out(l)} and Nout(v) = |{l ∈ L|v = in(l)}|.

PageRank[19] determined the ranking system of webpages by the following
formula: ∀v ∈ W,

(2.1) Rw(v) = d
∑

l∈IN(v),u=in(l)

Rw(u)

Nout(u)
+

1− d

|W| .

where d ∈ (0, 1) is a constant.

Suppose W21 = (δkt)|L|×|W| is a matrix in which δkt = 1
Nout(wt)

if lk ∈
{l : wt = in(l)}, otherwise 0. W21 is a nonnegative real number and normalized
columns matrix. Suppose W12 = (γtk)|W|×|L| is a matrix in which γtk = 1 if
wt = out(lk), otherwise 0. We construct a 2-linear mutual ranking system on
two classes W and L as follows: Let R̄w and R̄l be scores on the classes W, L
respectively. They satisfy

(2.2) R̄l = W21R̄w and R̄w = dW12R̄l + (1− d)I|W|,

where I|W| denotes the |W|-dimensional vector in which all its elements are
1/|W|. It is not difficult to see that (2.2) confirms: for all webs v ∈ W,

R̄w(v) = d
∑

l∈IN(v),u=in(l)

R̄w(u)

Nout(u)
+

1− d

|W| .

Since the equation (2.1) has the unique solution which is the PageRank score
(see in [19]), R̄w is the PageRank score Rw. Vice versa, if Rw is a solution of
(2.2), Rw should be R̄w. Thus, the PageRank score Rw is totally determined
by the equation (2.2), or in other words, PageRank can be presented as the
two-linear ranking system described by (2.2).

Note that, since for each link l ∈ L, let u = in(l) and v = out(l), then web
u affects to link l, (u → l) and link l affects to web v, (l → v). Therefore, the
class W is total affect and reflect directly to the class L, W � L.
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3. N-star Ranking Model

Definition 3.1. Let Ω = {(Ai, Ri)}Ni=1 be a N -linear mutual ranking sys-
tem. Ω is called a N -star ranking if

1. ∃i : Ai : (βi > 0) ∧ (Ii is positive ) ∧ (∀Aj(j 	= i) : Ai � Aj).

2. ∀j 	= i : αj1 = 1.

Ai is called a core of the system Ω.

If Ω = {(Ai, Ri)}Ni=1 is a N -star ranking system described by a linear con-
straint system {αij , βi, Ii,Wij}, {αij , βi, Ii,Wij} is calledN -star constraint sys-
tem of Ω.

Proposition 3.1. PageRank is a 2-star ranking system.

Proof. Because 1 − d > 0 and W � L, W is the core of PageRank. The
second condition is clear since α21 = 1. Hence, PageRank is a 2-star ranking
system.

The ranking scores are determined by the N -star constraint system and the
classes.

Proposition 3.2. Suppose the classes {Ai}Ni=1 and the N -star constraint
system {αij , βi, Ii,Wij} are given. There exists a unique {Ri}Ni=1 in which Ri

is a score on Ai, such that Ω = {(Ai, Ri)}Ni=1 is a N -star ranking described by
{αij , βi, Ii,Wij} and for all i,

∑
a∈Ai

Ri(a) = 1.

Proof. Assuming without loss of generality that A1 is a core of a N -star rank-
ing system described by {αij , βi, Ii,Wij}, the sequence of scores R1, . . . , RN

satisfy the following equations

(3.1) R1 = WR1 and Ri = Wi1R1 ∀i = 2, . . . , N,

where

(3.2) W = α11W11 + α12W12W21 + · · ·+ α1NW1NWN1 + β1I1

and I1 is the (n1 × n1)-matrix whose columns are I1. It is not difficult to
infer that because W1i and Wi1 are transition matrices (i.e. nonnegative and
normalized columns matrices), the new square matrix W1iWi1 is a stochastic
matrix (i.e. a transition and square matrix). The matrices W11 and I1 are
also stochastic matrices. Since I1 has positive entries, β1 > 0 (because A1 is
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the core), and
∑
j

α1j + β1 = 1, the matrix W is also a stochastic matrix with

positive entries. The Perron-Frobenius theorem (see in [7, 11]) confirms that
there exists a unique score R1 with

∑
a∈A1

R1(a) = 1 such that

R1 = WR1.

From (3.1), the unique existence ofR1 infers the unique existences ofR2, . . . , RN .
Moreover, since W21, . . . ,WN1 are normalized columns and

∑
a∈A1

R1(a) = 1, we

have
∑

a∈Ai

Ri(a) = 1 for all i = 2, . . . , N . The proposition is proven.

The ranking scores are computed by following algorithm:

Algorithm : Finding the sequence scores {Ri}Ni=1

Input : αij , βi, Wij , Ii

Output : {Ri}Ni=1

1. begin
2. Check the N -star ranking model with the core A1

3. Let
W ← α11W11 +

N∑
i=2

α1iW1iWi1 + β1I1

4. Initialize R(0)

1 : uniform distribution, k = 0
5. repeat
6. k = k + 1
7. Update R(k)

1 ←WR(k-1)

1

8. until ‖R(k)

1 −R(k-1)

1 ‖ ≤ a stopping criterion
9. Let R1 = R(k)

1 and Ri = Wi1R1, i = 2, . . . , N
10. end

4. Ranking authors, publications and conferences

In this section, we apply the N -star ranking model for constructing a model
to evaluate authors, publications and conferences (journals) in the world of
science. Concretely, we consider a four-star ranking model corresponding with
four ranking systems: (A, Ra) - A is a set of all scientists who have publications,
(P, Rp) - P is a set of all publications, (C, Rc) - C is a set of all sciential
conferences and sciential journals, and (L, Rl) - L is a set of all citations between
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publications. Ra, Rp, Rc and Rl are the scores for each classes A, P, C and
L, respectively.

For each citation l ∈ L, u = in(l) and v = out(l) if l is from u ∈ P to
v ∈ P. For each publication v ∈ P, we denote: IN(v) = {l ∈ L|v = out(l)};
OUT (v) = {l ∈ L|v = in(l)} Nout(v) = |OUT (v)|. If a publication does not
cite any publication, we assume that it cites to all publications; C(v) ∈ C is the
conference of v; A(v) ⊆ A is the set of authors of v. For each author a ∈ A,
P (a) = {v ∈ P|a ∈ A(v)} is a set of publications of a. For each conference
c ∈ C, Pc(c) = {v ∈ P|c = C(v)} is a set of publications published in c.

The 4-star ranking system model for ranking authors, publications, confer-
ences and citations is constructed based on some following ideas:

1. The score of an author depends only on his publications, and each pub-
lication affects to all of its authors:
∀a ∈ A, p ∈ P :

(4.1) Ra(a) =
∑

p′∈P (a)

C∗(a, p′)Rp(p
′) and

∑
a′∈A(p)

C∗(a′, p) = 1.

If a publication affects equally to its authors (a), (4.1) is rewritten as
follows:
∀a ∈ A, p ∈ P, a′ ∈ A(p) :

(4.2) C∗(a′, p) = 1

|A(p)| and Ra(a) =
∑

p′∈P (a)

Rp(p
′)

|A(p′)| .

2. The score of a conference depends only on its publications:

(4.3) ∀c ∈ C : Rc(c) =
∑

p′∈Pc(c)

Rp(p
′).

3. The score of a citation depends on the citing publication, and each pub-
lication affects to all of its citations:
∀l ∈ L, p ∈ P, p′ = in(l) :

(4.4) Rl(l) = C∗(l, p′)Rp(p
′) and

∑
l′∈OUT (p)

C∗(l′, p) = 1.

If a publication affects equally to its citations (b), (4.4) is rewritten as
follows:
∀l ∈ L, p ∈ P, p′ = in(l), l′ ∈ OUT (p) :

(4.5) C∗(l′, p) = 1

Nout(p)
and Rl(l) =

Rp(p
′)

|Nout(p′)|
.
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4. The score of a publication depends on its citations, its authors and its
conference and randomly finding by some reader. Each conference affects
to all of its publications. Each author affects to all of its publications.
Hence:

∀p ∈ P, c ∈ C, a ∈ A, c′ = C(p) :

Rp(p) = α1

∑
l′∈IN(p)

Rl(l
′) + α2

∑
a′∈A(p)

C∗(p, a′)
α2

Ra(a
′)

+ α3
C∗(p, c′)

α3
Rc(c

′) + βpIp,

(4.6)

(4.7)
∑

p′∈P (a)

C∗(p′, a) = α2 and
∑

p′∈Pc(c)

C∗(p′, c) = α3,

where α1, α2, α3, βp > 0 and α1+α2+α3+βp = 1, Ip is a |P|-dimensional
normalized uniform random vector.

If a conference affects equally to its publications (c) and an author affects
equally to its publications (d), the equation (4.6) and (4.7) are rewritten
as follows:

∀p ∈ P, c ∈ C, a ∈ A, c′ = C(p), p′ ∈ P (a), p′′ ∈ Pc(c) :

(4.8) C∗(p′, a) = α2

|P (a)| and C∗(p′′, c) = α3

|Pc(c)|
,

(4.9) Rp(p) = α1

∑
l′∈IN(p)

Rl(l
′) + α2

∑
a′∈A(p)

Ra(a
′)

|P (a′)| + α3
Rc(c

′)
|Pc(c′)|

+ βpIp.

Definition 4.1. The model which is described by equations (4.1), (4.3),
(4.4), (4.6) and (4.7) is called the general 4-star ranking model for the ranking
authors, publications and conferences problem.

Definition 4.2. The model which is described by equations (4.2), (4.3),
(4.5), (4.8) and (4.9) is called the simple 4-star ranking model for the ranking
authors, publications and conferences problem.

Both of the general and simple 4-star ranking models are N-star ranking
systems in which the publication class is the central.
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5. Experiments

5.1. Experiment enviroments

Computing environments. Our computing resource is a desktop with Intel
core duo E7500 (2.8GHz) CPU and 2GB RAM. Our programming language
is C#. Because of the limit of computing resource, the number of processed
entities is limited by 3 millions.

Datasets. All of datasets are built from the DBLP data sets∗, on fields
of computer science. We have built program to parse DBLP dataset in XML
format to extract the authors, title, and publication venue information from the
guides [14, 15]. We mention our readers that DBLP has no information about
the citations between publications. The citations are collected from Academic
Microsoft†. Since a DBLP publication can be both in a conference and another
journal and there is a limit of computing resource, we keep only the publications
related to conferences and ignore the journals.

We have chosen the 3 following datasets:

• D1 contains all publications for all conferences collected in DBLP. Be-
cause of the limit of computing resource, we do not process the citations
(which are about over 2 millions). Hence, D1 is for ranking 3 classes
publications, authors and conferences.

• D2 contains all not small publications in conferences which have at least
300 papers. There are about 70% small conferences (the number of pub-
lications is smaller than 300) and the total number if their papers are
less than 30% (see Table 1). Hence we choose D2 to study the distorting
effect of small-published conferences. By doing experiments both in D1

and D2, we study more exactly about in the case we have no citation
information.

• Dc dataset contains publications in database conferences only. Dc has
internal citations, they are cited from a publication of the dataset to
another one inside the dataset, too. Hence, Dc is for ranking 4 classes
publications, authors, conferences and citations.

The statistical figures of three datasets are shown in Table 1.

∗http://dblp.uni-trier.de accessed on May 2013
†http://http://academic.research.microsoft.com accessed on March 2014
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Table 1. Experimental datasets.
Datasets nPubs. nAuthors. nConfs. nCites.

D1 1253997 845295 3351 -
D2 1045888 746504 949 -
Dc 77361 87354 644 156429

5.2. Measurements with/without citations

5.2.1. Models without citations

In the case there is no citation information (D1 and D2 datasets), we pro-
pose two models: Simple DBLP 3-star Ranking (SD3R) model and Simple
DBLP 3-star Ranking (SD3R) model for the experiments.

NPC Model. Because there is no information of citations, we consider all
publications are equal. Thus the naive model just counts the number of publi-
cations to evaluate the authors and conferences. Hence, ∀a ∈ A, c ∈ C :

(5.1) Ra(a) ::= |P (a)|,

(5.2) Rc(c) ::= |Pc(c)|.

SD3R Model. The model is determined from Definition 4.2. Because there
is no information of citations, we omitted equations (4.5), (4.8). For the sim-
plicity, we propose

α1 = 0, α2 = α3, βp = 1− 2α2.

The equation (4.9) is rewritten as follows :
∀p ∈ P, c′ = C(p),

(5.3) Rp(p) = α2

∑
a′∈A(p)

Ra(a
′)

|P (a′)| + α2
Rc(c

′)
|Pc(c′)|

+ (1− 2α2)Ip.

5.2.2. Models with citations

In the case there is citation information (Dc datasets), we propose the
model Simple Citation 4-star Ranking (SC4R) model and compare it to other
ranking systems, which are (i) Naive model based on citation counting (NCC)
for ranking author and conference; (ii) H-index for ranking authors.

SC4R Model. The model is determined from Definition 4.2. For the sim-
plicity, we propose α1 = α2 = α3 and βp = 1 − 3α1. The equation (4.9) is
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rewritten as follows:
∀p ∈ P, c′ = C(p) ,

(5.4) Rp(p) = α1

∑
l′∈IN(p)

Rl(l
′)+α1

∑
a′∈A(p)

Ra(a
′)

|P (a′)| +α1
Rc(c

′)
|Pc(c′)|

+(1−3α1)Ip.

NCC Model. We rank the authors and conferences based on only the cita-
tions. Hence, ∀a ∈ A, c ∈ C :

(5.5) Ra(a) ::=
∑

v∈P (a)

|IN(v)|,

(5.6) Rc(c) ::=
∑

v∈Pc(c)

|IN(v)|.

H-index. H-Index is introduced in [1, 6]. The index is based on the distri-
bution of citations received by a given researcher’s publications. An author a
has index h if h of his/her |P (a)| papers have at least h citations each, and
the other |P (a)| − h papers have no more than h citations each. We rewrite it.
Suppose

I(a, k) = |{v ∈ P (a)|IN(v) ≥ k}| (k ∈ N , a ∈ A).

The ranking of an author is defined as follows

(5.7) Ra(a) ::= Max({k ∈ N|I(a, k) ≥ k}).

5.2.3. Measure the difference of ranking scores

In this subsection we study how do evaluate the difference between two
ranking scores. Given a set of n objects A = {ω1, ω2, . . . , ωn} and two rank-
ing scores R1, R2 on it. We measure two kinds of differences measurements:
concordance measurement and different value measurement.

Concordance measurement. The ranking scores R1 and R2 are called “con-
cordant” when large values of R1 go with large values of R2 (see in [18]). More
precisely, given R1 and R2, two objects (ωi, ωj) are concordant if

[R1(ωi)−R1(ωj)][R2(ωi)−R2(ωj)] � 0,

and discordant if

[R1(ωi)−R1(ωj)][R2(ωi)−R2(ωj)] < 0.
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From this idea, we state that R1 and R2 are similar if the probability of (ωi, ωj)
be concordant is high and the probability of (ωi, ωj) be discordant is low, and
different if vice versa. We also propose the Kendall measure which is introduced
in [12] as a tool to evaluate these quantities. The Kendall measure of R1 and
R2 is defined as follows
(5.8)

K(R1, R2) =
1

1
2n(n− 1)

(


{
(ωi, ωj): concordant

}
− 


{
(ωi, ωj): discordant

})
,

where 
(A) denotes the number of elements in the set A. It is clear that
−1 � K(R1, R2) � 1, and it receives value -1 if R1 and R2 are totally different
and 1 if R1 and R2 are totally similar. We also measure the Spearman’s rank

correlation coefficient [3], denoted by ρA(R1, R2), between two ranking scores
R1, R2 of A.

Different value measurement. The necessary condition of the measurement
is that R1 and R2 should be normalized. We measure the different value be-
tween R1 and R2 as follows:
∀ω ∈ A :

(5.9) ΔR1,R2(ω) = |R1(ω)−R2(ω)|,

(5.10) %ΔR1,R2(ω) =
ΔR1,R2(ω)

R1(ω)
.

We also measure AvgΔ(R1, R2), average value of %ΔR1,R2 over A; determine
TopN inc

Δ (R1, R2) and TopNdes
Δ (R1, R2) which are the top N increasing and

decreasing ΔR1,R2 values of A.

5.3. Experimental results and discussions

5.3.1. SD3R vs. NPC

Remark 5.1. The rank score of conferences in SD3R and NPC models are
almost the same, but ΔNPC,SD3R reflects how hot the conferences are.

Figure 1 shows that all most of top 20 conference ranking values are the
same for both methods and in both datasets D1, D2. There are a slightly
different values of top 20 conferences between D1 and D2, since D2 contains
only conferences having more than 300 publications. Figure 3 shows that the
average of %ΔSD3R,NPC

c of conferences is small, less than 0.1 for both D1 and
D2. It also emphasizes that SD3R and NPC methods give very similar results
when ranking conferences. The Spearman correlation coefficient of ranking
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Figure 1. Top 20 conference ranking by SD3R vs. NPC, α2 = 0.45

conferences ρc(SD3R,NPC) near by 1.0 indicates that the conference ranking
scores of both methods are perfect monotone.

The top 5 increasing conferences (see Figure 2-a) are young, annual events
with hot topics, such as remote sensing (IGARSS), computer human interac-
tion (CHI), medical image computing (MICCAI), solid-state circuits (ISSCC),
intelligent robot (IROS). The top 5 decreasing conferences (see Figure 2-b) are
held for over a long time or biennial events, in local community (GI, MFCS)
or long exploited topics such as artificial intelligence (IJCAI, AAAI), image
processing (IFIP).

Remark 5.2. SD3R ranks authors differently and reflects the contribution

Figure 2. Top 5 most different ranking scores of conferences by SD3R vs. NPC
over D1 and D2, α2 = 0.45
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Figure 3. The different ranking scores values by SD3R vs. NPC, α2 = 0.45

of the author better than NPC. ΔNPC,SD3R helps us detecting the key authors.

The AvgΔ(SD3R,NPC) of authors in D1 and D2 are around 34% (see
Figure 3). It indicates the rank scores of authors in SD3R and NPC models
are significantly different. Figure 4 shows that SD3R is quite different from
NPC in the case of the top 20 most different ranking scores of authors.

We realize that most authors in the top decreasing ranking values have a
large number of publications (see more details in Figure 5, about five authors
in Figure 4-b, Figure 4-d). These authors have a large number of co-authors
publications and belonging to many different conferences.

From Figure 4-a and Figure 4-c, we observe that most of top increasing au-
thors do not have a big number of publications. Most of their papers have only
one author and are published in some specialized conferences. Additionally, in
Figure 6, we find out they are really key-persons in their research topics in real
life, such as:

• Emeritus Professor Lotfi A. Zadeh at the University of California, Berke-
ley invented the theory of fuzzy sets.

• Professor Ryotaro Kamimura at Tokai University specializes on Machine
Learning and Pattern Recognition.

• Ellen M. Voorhees at NIST, is very famous from international workshops
series: the Text REtrieval Conference (TREC), TREC Video (TRECVid),
and the Text Analysis Conference (TAC).

• Senior Specialist Toshihiko Yamakami, at ACCESS, Japan Advanced In-
stitute of Science and Technology, is professional on Mobile Social Appli-
cation.

• Professor Keqin Li is from State University of New York at New Paltz,
notable for parallel and distributed computing.

Also from Figure 4-a and Figure 4-c, there are some special cases in increas-
ing ranking list, in which authors have high NPC ranking scores. We suppose
that it is because almost all of their papers are published in high ranking score
conferences. Some example authors are as following:
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Figure 4. Top 20 most different ranking scores of authors by SD3R vs. NPC,
α2 = 0.45

Figure 5. Top 5 most decreasing ranking scores of authors having biggest NPC

Figure 6. Top 5 most increasing ranking scores of authors having smallest NPC
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Figure 7. Different ranking measurement of SC4R with α1 = 0.3 vs. NPC,
NCC, H-index on Dc

• Edwin Hancock is a very well known scientist on computer vision.

• Norman C. Beaulieu, a Canadian engineer and professor in the ECE
Department of the University of Alberta is very famous in broadband
digital and communications systems.

• Professor Irith Pomeranz, affiliated at School of Electrical and Computer
Engineering, Purdue University is noble for Computer Engineering VLSI
and Circuit Design.

5.3.2. SC4R, H-index, NCC, NPC

Remark 5.3. In the case when citations are considered, SC4R is more fine-
grained than NPC and NCC on the conference ranking problem. Moreover, the
citations is the main factor making the rank score meaningful.

Because of the naive feature of counting, both NPC and NCC methods
treat the citations or publications separately. There may be too many authors
having the same NPC or NCC value. With SC4R, all citations and publications
are ranked together, thus the SC4R rank scores seem to be more meaningful.
The different ranking measurement figures are shown in Figure 7. The Kendall’
tau coefficients point out that ranking by SC4R is more concordant with NCC
than NPC method, and each pair of them is not quite the same concordant.
It confirms again the fact that citation is the main factor for ranking scientific
publications.

Remark 5.4. SC4R seems to be in the middle of the popularity and the
prestige ranking of conferences.

Figure 8 shows the trend of SC4R lines in top ranking value from three
methods. In each graph, the SC4R line always fluctuates between NPC (popu-
larity) line and NCC (prestige) line, nearly coincides with the average of them.

Figure 9 shows top 10 rank positions by SC4R methods compared to com-
plied lists of MS RANK [16] and CORE RANK ‡. Let us see three interesting
cases:

‡http://www.core.edu.au/coreportal. Accessed on May -25, 2014.
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Figure 8. Top highest ranking value of conferences by NPC, NCC and SC4R
on Dc with α1 = 0.3

• VLDB vs. HICSS. The number of articles published in HICSS is fivefold
of VLDB’s but HICSS′s cited papers are just a fourth of VLDB. In our
SC4R method, VLDB stands before HICSS. Their SC4R ranking values
are 8403.14 and 7037.91 respectively, totally not far different.

• PODS and ISWC. We can easily point out two prestige database confer-
ences, PODS and ISWC, which are not in top 10 in popularity, being 18
and 16 respectively.

• DEXA and ICEIS. We can see two low-ranked conferences by MS RANK
and CORE experts assessments are listed in top 10 of SC4R confer-
ence rank, DEXA and ICEIS. This can be explained by the experimental
dataset Dc contains many papers as well as citations of these two confer-
ences. DEXA has 3982 papers and that number of ICEIS is 2993.

It is impressive that most of the top 10 of SC4R conference ranking list are
the most noble in database field following the assessment of CORE experts and
Microsoft Academic Search system.

Remark 5.5. SC4R seems to reflect the contribution of the author better
than others from combining prestige and popularity criteria.



Evaluating scientific publications by N-linear ranking model 141

Figure 9. Top 10 SC4R rank position of conferences on Dc with α1 = 0.3

Figure 10-a shows the top 20 highest NPC ranking author values. H-index
line is the lowest line and is separated with other lines. It can be explained
that many authors have published a big number of papers which get a few ci-
tations. We remind that H-index is proposed for the combination of popularity
and prestige value of an author. Let us see other three graphs of Figure 10,
which show the ranking values by NCC (focus on prestige), H-index (combining
popularity and prestige) and SC4R. We found that H-index nearly coincides
with NPC line. We suppose that H-index extremely falls into quantity pole
in these case. Meanwhile, the NCC line, standing for the prestige of author
via high citation, is always the highest line in Fig. 10-b, Fig. 10-c, Fig. 10-
d. SC4R does not fall extremely into popularity (NPC, H-index) or prestige
(NCC) poles. Thus SC4R is the good method to reflecting the contribution of
author in which combines prestige and popularity criteria.

Let us look details for some special authors in Fig. 11.

• Professor Jennifer Widom and Alon Halevy. They fall in the case of high
citation, high H-index, high publications but lower SC4R. The citation
number of Professor Jennifer Widom is nearly double than that of Michael
Stonebraker, a pioneer of data base research and technology. She also has
H-index higher than Michael Stonebraker but her number of publications
is lower than his one. We can see her SD4R value is a bit lower than
Michael Stonebraker’s SD4R value. We assume the result is because many
publications citing her papers do not get high score in SC4R ranking,
namely not good quality.

• Jim Gray, Antonin Guttman and Umeshwar Dayal. They fall in the op-
posite situation in which all authors have low NPC, NCC and H-index
values, but high SD3R score. This situation can be explained by their
publications are cited by almost all prestige people and high quality pub-
lications and are published in noble conferences.

We review the top 20 highest SC4R value people and find out that they all
are very famous in database field with many valuable scientific works.
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Figure 10. Top 20 ranking value of author by NPC, NCC, H-index* and SC4R
on Dc with α1 = 0.3

Figure 11. Top 20 SC4R ranking value on Dc with α1 = 0.3
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6. Related work

Our prior work. Our work is the extended version of the prior work [9].
In this version, we have extended the experiments and represent everything
more in detail. Concretely, we do the experiments for the case the citations are
considered. We also compare our ranking with the H-index, which is the most
famous ranking scores for authors recently. Moreover, we improve the results
by giving more discussions.

Web-pages ranking. The ranking problem occurs and develops quickly with
the era of the Internet and big data. One of the most famous ranking problem
is ranking web-pages. A brief overview of this problem can be found at Dilip
Kumar Sharma et al. [4]. The recent survey on web-pages ranking algorithms
was conducted by Mercy Paul Selvan et al. [13]. They categorized these ranking
algorithms into three groups: i) Link analysis algorithms, ii) Personalized web
search ranking algorithms and iii) Page Segmentation algorithms. The first
group is highlighted by two notable classical algorithms, naming PageRank [19]
utilized by Google search engine and Hyperlink-Induced Topic Search (HITS)
[8] developed by Jon Kleinberg. Since the hyperlink structure among the web-
pages is easily represented as a web graph, the PageRank of each web-page
can be measured (see Sect. 2.2 for more details). HITS was a precursor to
PageRank. The idea behind HITS algorithm classifies the webs into two classes:
(i) hubs, served as large directories point to (ii) authoritative pages. A good
hub represented a page that pointed to many other pages, and a good authority
represented a page that was linked by many different hubs. The model can be
rewritten into 2-linear ranking model. The advantages and disadvantages of
link analysis algorithms are also discussed in works of Dilip Kumar Sharma et
al. [4] and Mercy Paul Selvan et al. [13].

Link-based object ranking. The basic problems of link-based object ranking
can be found at the survey on link mining of Getoor and Christopher P. Diehl
[10]. Zaiqing Nie et al. proposed Poprank model [23] to rank the popularity
of objects based on their web popularity and the object relationship graph. It
extends from PageRank and uses the Popularity Propagation Factor to express
the relationship between classes of objects. The model is based on the Markov
chain model which can be applied in the N-linear mutual ranking systems.
Yizhou Sun et al. proposed NetClus algorithm [21] that utilizes links between
objects of multi-typed to rank cluster of multi-typed heterogeneous networks.
This work is the successor of their previous work, RankClus, which can rank and
cluster one-typed objects mutualy [22]. Their model has the same idea as ours
when limiting only within a star network schema and giving rank distribution
for each type of objects. But our approach is different from theirs. NetClus’s
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objects in the center class (target type) only relates to those belonging to other
classes (attribute types). So it can not be applied to compute on the citation
network. Other complex ranking systems have been already explored using a
different formalism for ranking or classification in heterogeneous networks. For
example, the quantium ranking [5] is based on quantium navigation. Their
formula is comes from the quantium theory and quite different to ours.

Bibliometric ranking. Many methods of assessing the intellectual impact,
reputation and influence of scientists, journals, conferences have been proposed
over years. In a very recent scientometric study [17], Paul Benjamin Lowry et
al. compare expert assessments to bibliometric measures for determining a
tiered structure of information systems (IS) journals. They categorize the as-
sessing journal quality methods into three methodology paths: (i) bibliometric-
based, (ii) expert-based and (iii) non-validated approach. One of their notice-
able conclusion is that bibliometrics can be a complete, less expensive and
more efficient substitute for expert assessment. For bibliometric approaching,
many detailed definitions of citation metrics can also be found in this paper,
such as the most used ISI Impact Factor, h-index and it variants like g-index,
e-index. . . Another study of bibliometric graph-based algorithms focus on
ranking researchers was conducted by Xiaorui Jiang et al. [20]. They compare
sophisticated citation analysis algorithms like PageRank, SARA, CoRank, Fu-
tureRank, P-Rank, BiRank with some simpler methods like citation count and
sum of paper ranks, similar to the way we evaluate the experiment results.
Further information about bibliometrics and web-based citation analysis can
be seen on [2].

7. Conclusion and future works

We have introduced and studied N-linear ranking systems. The mutual
relationships between ranking objects are described by a system of linear equa-
tions. A N-linear mutual ranking system is a N-star ranking system if it has a
core class which affects and reflects all other classes in the system. The rank
scores of the N-star ranking system are unique and computed by a loop of
computing the linear function. We have pointed out that PageRank is a 2-star
ranking. It has two classes: the web-pages (a core class) and links.

We have introduced and studied a general and a simple 4-star ranking mod-
els for ranking authors, publications, conferences. A general model is a generic
one. In a simple model, we consider each publication, author, conference, ci-
tation is equal. We have conducted the experiments for the models in two
contexts with/without citations. The experimental results are based on the
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DBLP dataset. We have compared the difference of the values and the con-
cordance between the proposed ranking systems (SD3R and SC4R) and naive,
classical ranking systems (NPC, NCC, H-index). We have found that:

• In the case citations are not considered, the rank score of conferences in
SD3R and NPC model are almost the same, but ΔNPC,SD3R reflects how
hot the conferences are. SD3R ranks authors differently and reflects the
contribution of the author better than NPC.

• The citations are the main factors for measuring the prestige of publi-
cations, conferences and authors. SC4R seems to reflect the rank of the
author, the conference better than others from combining prestige and
popularity criteria.

As future work, we are planning to i) develop the current system to retrieve
big data including publications and citations; ii) study how to combine the
proposed ranking system with class keywords, which are tagged in the publica-
tions; iii) investigate the time series in N-star ranking and the trend prediction
problem, and iv) apply N-star ranking systems in various ranking problems,
e.g., business ranking, event ranking, and so on.
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