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Abstract. Alon’s Combinatorial Nullstellensatz (Theorem 1.1 from [2]), and in particular the resulting nonvanishing criterion (Theorem 1.2 from [2]) is a very useful algebraic tool in combinatorics. It has several remarkable applications, see [3], [4], [5], [6], [10], [14], [15] for some recent examples. It is a theorem on polynomial functions on a discrete box $S = S_1 \times \cdots \times S_n$, where $S_i$, $i = 1, \ldots, n$ are finite subsets of a field $F$. It is a natural question to ask: what other finite subsets $X \subseteq F^n$ allow a similar result? Here we characterize those sets $X \subseteq F^n$, whose vanishing ideal $I(X)$ has a Gröbner basis similar to the Gröbner basis of $I(S)$.

1. Introduction

We introduce first some notations. $F$ will stand for an arbitrary field, the ring of polynomials over $F$ in variables $x_1, \ldots, x_n$ will be denoted by $F[x_1, \ldots, x_n] = F[x]$ and, to shorten our notation, we will write $f(x)$ for
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f(x_1, \ldots, x_n). Vectors of length n will be denoted by boldface letter, for example \mathbf{s} = (s_1, \ldots, s_n).

Let S_1, S_2, \ldots, S_n be finite nonempty subsets of \mathbb{F} and let
\[ S = S_1 \times S_2 \times \cdots \times S_n \subseteq \mathbb{F}^n. \]

For i = 1, \ldots, n put
\[ g_i = g_i(x_i) = \prod_{s \in S_i} (x_i - s) \in \mathbb{F}[x]. \]

Alon’s Combinatorial Nullstellensatz (Theorem 1.1 in [2]) is a specialized and strengthened version of the Hilbertsche Nullstellensatz for the ideal \( \mathcal{I}(S) \) of all polynomial functions vanishing on \( S \). It states that if a polynomial \( f(x) \in \mathbb{F}[x] \) vanishes over all the common zeros of \( g_1, \ldots, g_n \) (i.e. \( f \in \mathcal{I}(S) \)), then there are polynomials \( h_1, \ldots, h_n \in \mathbb{F}[x] \), satisfying \( \deg(h_i) \leq \deg(f) - \deg(g_i) \), so that
\[ f = \sum_{i=1}^{n} h_i g_i. \]

From this a simple and widely applicable nonvanishing criterion (Theorem 1.2 in [2]) has been deduced. It provides a sufficient condition for a polynomial \( f \in \mathbb{F}[x] \) for not vanishing everywhere on \( S \).

The usefulness of the Combinatorial Nullstellensatz leads naturally to the question: what finite point sets \( X \subseteq \mathbb{F}^n \) (other than discrete boxes) allow a similar, possibly not much weaker, theorem to hold. Here we formulate a weaker version of the Theorem (Theorem 3.1 (ii)) in terms of lexicographic standard monomials. Moreover we characterize those finite point sets \( X \) for which the weaker Nullstellensatz holds. In fact, we give two characterizations, one in terms of the vanishing ideal \( \mathcal{I}(X) \) of \( X \), and one other in terms of some combinatorial properties of \( X \).

This note is organized as follows. After the introduction in Section 2 we present the basic notions and facts from the theory of Gröbner bases and vanishing ideals. Next in Section 3 we state our main result, Theorem 3.1 and provide some important examples. Section 4 is devoted to the proof of Theorem 3.1. At the end, in Section 5 we make some possible suggestions for further study.

2. Preliminaries

A total order \( \prec \) on the monomials of \( \mathbb{F}[x] \) is a **term order**, if 1 is the minimal element of \( \prec \), and \( \prec \) is compatible with multiplication with monomials. For an
example of term orders consider the lexicographic ordering of monomials (lex order for short). We have \(x_1^{w_1} \cdots x_n^{w_n} \prec_{\text{lex}} x_1^{u_1} \cdots x_n^{u_n}\) if and only if \(w_i < u_i\) holds for the smallest index \(i\) such that \(w_i \neq u_i\).

The leading monomial \(\text{lm}(f)\) of a nonzero polynomial \(f \in \mathbb{F}[x]\) is the largest monomial (with respect to a fixed term order \(\prec\)) which appears with nonzero coefficient in \(f\), when written as the usual linear combination of monomials. The leading monomial of a polynomial \(f\) together with its coefficient is called the leading term of \(f\) and is denoted by \(\text{lt}(f)\). We denote the set of all leading monomials of polynomials of a given ideal \(I \triangleleft \mathbb{F}[x]\) by \(\text{Lm}(I) = \{\text{lm}(f) : f \in I\}\).

A monomial is called a standard monomial of \(I\), if it is not a leading monomial of any \(f \in I\). \(\text{Sm}(I)\) denotes the set of standard monomials of \(I\). Standard monomials have some very nice properties, among other things they form a linear basis of the \(\mathbb{F}\)-vector space \(\mathbb{F}[x]/I\). The vanishing ideal of a point set \(X \subseteq \mathbb{F}^n\), denoted by \(I(X)\), is the collection of all polynomials \(f \in \mathbb{F}[x]\) for which \(f(v) = 0\) for all \(v \in X\). In the case of vanishing ideals of finite point sets \(|\text{Sm}(I(X))| = |X|\), in particular \(\text{Sm}(I(X))\) is finite. Ideals, where \(\text{Sm}(I)\) is finite, i.e. \(\mathbb{F}[x]/I\) is a finite dimensional \(\mathbb{F}\)-vector space, are called called zero dimensional ideals. For further details on term orders and standard monomials see [1].

In [2] Felszeghy, Ráth and Rónyai proposed an efficient algorithm for determining the standard monomials of the vanishing ideal of a finite point set \(X \subseteq \mathbb{F}\) when \(\prec\) is the lexicographic order. Their method revealed that the family of standard monomials is independent, in a sense explained below, from \(\mathbb{F}\) and from the embedding of \(X\) in \(\mathbb{F}^n\), it depends only on the property whether 2 points coincide at some coordinate or not: if \(A \subseteq \mathbb{F}\) is the collection of all field elements that occur as coordinates in \(X\), \(m = |A| - 1\) and if \(\varphi_i : A \to \{0, 1, \ldots, m\} \subseteq \mathbb{R}, i = 1, 2, \ldots, n\) are real valued injective functions, then the standard monomials of the vanishing ideal \(I(X) \triangleleft \mathbb{R}[x]\) of the point set

\[
\tilde{X} = \{(\varphi_1(s_1), \varphi_2(s_2), \ldots, \varphi_n(s_n)) \mid (s_1, s_2, \ldots, s_n) \in X\} \subseteq \{0, 1, \ldots, m\}^n \subseteq \mathbb{R}^n
\]

with respect to the lexicographic term order are the same as those of the vanishing ideal \(I(X) \triangleleft \mathbb{F}[x]\).

For \(1 \leq i \leq n\), the \(i\)-section of \(Y \subseteq \{0, 1, \ldots, m\}^n\) for \(n - 1\) arbitrary elements

\[
\alpha_1, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_n \in \{0, 1, \ldots, m\}
\]

is defined as

\[
Y_i(\alpha_1, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_n) = \{\alpha \mid (\alpha_1, \ldots, \alpha_{i-1}, \alpha, \alpha_{i+1}, \ldots, \alpha_n) \in Y\}.
\]

Using \(i\)-sections one can define \(D_i\), the downshift operation at coordinate \(i\). For any finite point set \(Y \subseteq \{0, 1, \ldots, m\}^n\), \(D_i(Y)\) is the unique point set in
\( \{0,1,\ldots,m\}^n \), for which
\[
(D_i(Y))_{i}(\alpha_1,\ldots,\alpha_{i-1},\alpha_{i+1},\ldots,\alpha_n) = \{0,1,\ldots,|Y_i(\alpha_1,\ldots,\alpha_{i-1},\alpha_{i+1},\ldots,\alpha_n)| - 1\}
\]
whenever \( Y_i(\alpha_1,\ldots,\alpha_{i-1},\alpha_{i+1},\ldots,\alpha_n) \) is nonempty, otherwise it is empty as well.

From Section 10 of [13] we know that if \( Y \subseteq \{0,1,\ldots,m\}^n \) and \( \prec \) is the lexicographic term order, then for the vanishing ideal \( I(Y) \triangleleft \mathbb{R}[x] \) we have
\[
Sm(I(Y)) = \{x^u \mid u \in D_n(D_{n-1}(\ldots D_1(Y)\ldots))\}.
\]

For an ideal \( I \triangleleft \mathbb{F}[x] \) a finite subset \( G \subseteq I \) is a Gröbner basis of \( I \) with respect to a term order \( \prec \), if for every \( f \in I \) there exists \( g \in G \) such that \( \text{lm}(g) \) divides \( \text{lm}(f) \). It is not hard to verify that \( G \) is actually a basis of \( I \), that is, \( G \) generates \( I \) as an ideal of \( \mathbb{F}[x] \).

Let \( f,g \in \mathbb{F}[x] \) and consider an arbitrary term order \( \prec \). Suppose that there is a monomial \( x^w \) in \( f \) with nonzero coefficient \( c_f \) that is divisible by \( \text{lm}(g) \). Let the coefficient of \( \text{lm}(g) \) in \( g \) be \( c_g \) and let
\[
\hat{f}(x) = f(x) - \frac{c_f}{c_g \text{lm}(g)} g(x).
\]

This operation is called a reduction of \( f \) with \( g \). We replace \( x^w \) in \( f \) by monomials strictly less (with respect to \( \prec \)) than \( x^w \). A Gröbner basis is called reduced if no polynomial \( g \) from \( G \) can be reduced with \( G \setminus \{g\} \).

It is a fundamental fact that every nonzero ideal \( I \) of \( \mathbb{F}[x] \) has a Gröbner basis (and a unique reduced Gröbner basis). The existence can be proven using S-polynomials. The S-polynomial of nonzero polynomials \( f,g \in \mathbb{F}[x] \) is
\[
S(f,g) = \frac{L}{\text{lt}(f)} f - \frac{L}{\text{lt}(g)} g,
\]
where \( L \) is the least common multiple of the monomials \( \text{lm}(f) \) and \( \text{lm}(g) \).

Buchberger’s theorem (Theorem 1.7.4. in [1]) states that a finite set \( G \) of polynomials in \( \mathbb{F}[x] \) is a Gröbner basis for the ideal generated by \( G \) iff the S-polynomial of any two polynomials from \( G \) can be reduced to 0 using \( G \).

For proofs and a detailed introduction to Gröbner bases see [1].

If a finite set \( G \) of polynomials is a Gröbner basis of \( I \) for every term order, then \( G \) is called a universal Gröbner basis. In terms of Gröbner bases Alon’s Combinatorial Nullstellensatz actually states that the polynomials \( g_1,\ldots,g_n \) form a universal Gröbner basis of the vanishing ideal \( I(S) \) and that
\[
Sm(I(S)) = \{x^s \mid s_i < |S_i| \text{ for all } i\}
\]
for every term order.
3. Main result

The main result of this note is a generalization of Alon’s Combinatorial
Nullstellensatz to a wider class of finite sets, not merely discrete boxes.
Let $X \subseteq \mathbb{F}^n$ be a finite point set. For $1 \leq k \leq n$ define the projection of $X$ to the last $n - k + 1$ coordinates as

$$X_k = \{(s_k, \ldots, s_n) \mid \exists s_1, \ldots, s_{k-1} \in \mathbb{F} \text{ such that } (s_1, \ldots, s_n) \in X\} \subseteq \mathbb{F}^{n-k+1}.$$

**Theorem 3.1.** For a nonempty finite set $X \subseteq \mathbb{F}^n$ and for positive integers $d_1, \ldots, d_n$ the following are equivalent:

(i) $Sm(I(X)) = \{x^u \mid u_i < d_i \text{ for all } 1 \leq i \leq n\}$ with respect to the lex order.

(ii) With respect to the lex order the reduced Gröbner basis of $I(X)$ is of the form $\{F_1, \ldots, F_n\}$, where for all $1 \leq i \leq n$ we have $lm(F_i) = x_i^{d_i}$.

(iii) For all $k = 1, \ldots, n-1$ the size of

$$\{s \in \mathbb{F} \mid (s, s_{k+1}, \ldots, s_n) \in X_k\}$$

is $d_k$ for all $(s_{k+1}, \ldots, s_n) \in X_{k+1}$, and $|X_n| = d_n$.

Several examples of such point sets can be found:

**Example 3.2.** Let $S = S_1 \times \cdots \times S_n$ be a discrete box as in Alon’s original Nullstellensatz. Here we have $d_i = |S_i|$ and $F_i(x_1, \ldots, x_n) = F_i(x_1) = \prod_{s \in S_i} (x_i - s)$ for all $i$. This example shows that Theorem 3.1 is indeed a generalization of the Combinatorial Nullstellensatz.

**Example 3.3.** Let $a_1, \ldots, a_n$ be different elements from $\mathbb{F}$, and consider all possible permutations of these elements as vectors in $\mathbb{F}^n$.

$$P_n(a_1, \ldots, a_n) = \{(a_{\pi(1)}, a_{\pi(2)}, \ldots, a_{\pi(n)}) \mid \pi \in S_n\},$$

where $S_n$ is the symmetric group of degree $n$. In [3] the reduced Gröbner basis of $I(P_n(a_1, \ldots, a_n))$ was determined with respect to the lex order, where we have $d_i = i$ for $1 \leq i \leq n$. For the precise polynomials and proofs see [3].
Example 3.4. Let $A$ be an $n \times n$ matrix with entries $a_{i,j}$, $1 \leq i, j \leq n$ from the field $\mathbb{F}$, and suppose that each column contains $n$ different elements, i.e. $a_{i,j} \neq a_{i,2j}$ for all $j$ and $i_1 \neq i_2$. Put

$$P(A) = \{(a_{1\pi(1)}, a_{2\pi(2)}, \ldots, a_{n\pi(n)}) \mid \pi \in S_n\},$$

where $S_n$ is the symmetric group of degree $n$. Sets of the form $P(A)$ are the generalizations of permutations, and clearly satisfy the combinatorial condition (iii) from Theorem 3.1.

In connection with norm graphs ([3]), the polynomials

$$f_i(x_1, \ldots, x_n) = \prod_{j=1}^{n} (x_j - a_{ij}), i = 1, \ldots, n$$

turn up, where the field elements $a_{ij}$ satisfy the same condition as above. Their set of common zeros is exactly $P(A)$.

Example 3.5. For this example let $\mathbb{F} = \mathbb{C}$ and for $n$ different nonzero complex numbers $z_1, z_2, \ldots, z_n$ put

$$f(x, y) = x^n - y,$$
$$g(y) = (y - z_1)(y - z_2) \cdots (y - z_n).$$

For $1 \leq i \leq n$ let $w_i$ be one $n^{th}$ root of $z_i$, and let $\varepsilon$ be a primitive $n^{th}$ root of unity. The vanishing set of $I = (f, g) \lhd \mathbb{C}[x, y]$ is

$$X = \{\varepsilon^k w_i, z_i \mid 1 \leq i, k \leq n\} \subseteq \mathbb{C}^2,$$

clearly possesses the desired combinatorial property with $d_1 = d_2 = n$, and hence by Theorem 3.1 for the lex order we have $Sm(I(X)) = \{x^\alpha y^\beta \mid \alpha, \beta < n\}$.

$f, g \in I(X)$ by definition, moreover, using $f$ and $g$ any polynomial $h \in \mathbb{C}[x, y]$ can be reduced to some polynomial $\tilde{h}$ whose degree is smaller than $n$ both in $x$ and in $y$, and so $\tilde{h}$ is a linear combination of standard monomials. This implies that $f$ and $g$ form a reduced Gröbner basis of $I(X)$ with respect to the lex order, in particular $I(X) = (f, g)$.

Similar examples can be given in higher dimensions as well.

Example 3.6. For our last example suppose that for $1 \leq i \leq N$ we are given a positive integer $n_i$, a point set $X^{(i)} \subseteq \mathbb{F}^{n_i}$ satisfying property (iii) from Theorem 3.1 and a reduced Gröbner basis $G_i = \{F_{i1}, \ldots, F_{in_i}\}$ of the vanishing ideal $I(X^{(i)}) \lhd \mathbb{F}[x_{i1}, \ldots, x_{in_i}]$ with respect to the lex order such that $\text{lm}(F_{ij}) = x_{ij}^{d_{ij}}$, $1 \leq j \leq n_i$. Now let

$$X = X^{(1)} \times X^{(2)} \times \cdots \times X^{(N)} \subseteq \mathbb{F}^{\sum_{i=1}^{N} n_i}$$
and
\[ \mathcal{G} = \bigcup_{i=1}^{N} G_i. \]

From the construction it follows that \( X \) satisfies the given combinatorial property as well, and so by Theorem 3.1 for the lex order we have
\[ Sm(X) = \{ x^u \mid u_{ij} < d_{ij} \text{ for all } 1 \leq i \leq N \text{ and } 1 \leq j \leq n_i \}. \]

On the other hand using \( \mathcal{G} \) any polynomial \( f \) in the variables \( x_{ij}, \ 1 \leq i \leq N, \ 1 \leq j \leq n_i \) can be reduced to a form \( \bar{f} \) where the degree in each variable \( x_{ij} \) is less than \( d_{ij} \), and so \( \bar{f} \) is the linear combination of standard monomials. This implies that \( \mathcal{G} \) is a reduced Gröbner basis of \( I(X) \).

This direct product construction allows us to combine the earlier examples and to obtain more complicated ones.

**Remark 3.1.** A Gröbner basis \( \mathcal{G} \) is called degree reducing, if for every element \( g \in \mathcal{G} \) the leading monomial \( \text{lm}(g) \) is the unique monomial of maximal degree, i.e. \( \deg(\text{lm}(g)) = \deg(g) \) and for any other monomial \( x^u \) occurring in \( g \) with nonzero coefficient we have \( \deg(x^u) < \deg(\text{lm}(g)) \).

If \( X \subseteq \mathbb{F}^n \) is such that \( I(X) \) has a degree reducing Gröbner basis, then the original proof of the Nonvanishing Theorem from [2] applies to obtain

**Proposition 3.7.** Let \( X \subseteq \mathbb{F}^n \) be a nonempty set such that \( I(X) \) has a degree reducing Gröbner basis for some term order. If a polynomial \( f \in \mathbb{F}[x] \) of degree \( d \) contains a standard monomial for \( I(X) \) of degree \( d \) with nonzero coefficient, then there is some point \( s \in X \) where \( f \) does not vanish, i.e. \( f(s) \neq 0 \).

Note that in the original case of the Nonvanishing Theorem in [2] the polynomials \( g_1, \ldots, g_n \) formed a universal degree reducing Gröbner basis. An interesting feature of Example 3.5 is that it provides an example of a point set that is not a discrete box, but we still have a degree reducing Gröbner basis and hence a Nonvanishing Theorem. Moreover in this case by Theorem 3.1 the condition in Proposition 3.7 reduces to a simple degree bound as in the original Nonvanishing Theorem.

4. The proof of Theorem 3.1

In the rest of the paper \( \prec \) will always stand for the lexicographic term order (though the statement of Lemma 4.1 holds for any term order). First we
prove, that (i) and (ii) in Theorem 4.1 are actually equivalent for every zero dimensional ideal.

**Lemma 4.1.** Let $I \triangleleft \mathbb{F}[x]$ be an ideal and $d_1, \ldots, d_n$ positive integers. Then

$$Sm(I) = \{x^u \mid u_i < d_i \text{ for all } 1 \leq i \leq n\}$$

iff the reduced Gröbner basis of $I$ is of the form $\{F_1, \ldots, F_n\}$, where for all $1 \leq i \leq n$ we have $\text{lm}(F_i) = x_i^{d_i}$.

**Proof.** First suppose that $Sm(I) = \{x^u \mid u_i < d_i \text{ for all } i\}$. By assumption $x_i^{d_i}$ is a leading monomial, hence for all $i$ there is a polynomial $F_i \in I$ such that $\text{lm}(F_i) = x_i^{d_i}$. The fact that the leading monomial of $F_i$ is $x_i^{d_i}$ just means, that $x_j$ with $j < i$ does not occur in $F_i$, i.e.

$$F_i \in \mathbb{F}[x_i, \ldots, x_n] \subseteq \mathbb{F}[x_1, \ldots, x_n] = \mathbb{F}[x],$$

and the degree of $x_i$ in any other monomial in $F_i$ is smaller than $d_i$. Take an arbitrary polynomial $f$ from $I$. As its leading monomial is not a standard one, there must an index $i$, such that $\text{lm}(F_i) = x_i^{d_i}|\text{lm}(f)$, meaning that the set of polynomials $G = \{F_1, F_2, \ldots, F_n\}$ is a Gröbner basis of $I$ with respect to $\prec$. Moreover we may also assume that they form a reduced Gröbner basis, otherwise take the polynomials one-by-one, starting with $F_n$, and when dealing with $F_i$ reduce it with respect to $\{F_{i+1}, \ldots, F_n\}$.

For the other direction, suppose that the reduced Gröbner basis of $I \triangleleft \mathbb{F}[x]$ is of the form $\{F_1, F_2, \ldots, F_n\}$, where for all $1 \leq i \leq n$ we have that $\text{lm}(F_i) = x_i^{d_i}$. By the properties of Gröbner bases for any leading monomial $x^u \in \text{lm}(I)$ there is an index $i$ such that $\text{lm}(F_i) = x_i^{d_i}|x^u$. On the other hand, if for some monomial $x^u$ there is an index $i$ such that $x_i^{d_i}|x^u$ (i.e. $d_i \leq u_i$), then $x^u$ is the leading monomial of the polynomial $\frac{x^u}{x_i^{d_i}} F_i \in I$. These facts together imply that $Sm(I) = \{x^u \mid u_i < d_i \text{ for all } 1 \leq i \leq n\}$. ■

For $(ii) \implies (iii)$ suppose that $X \subseteq \mathbb{F}^n$ is such that the reduced Gröbner basis of $I(X)$ is of the form $G = \{F_1, \ldots, F_n\}$, where for all $1 \leq i \leq n$ we have that $\text{lm}(F_i) = x_i^{d_i}$. As observed in the proof of Lemma 4.1, $\text{lm}(F_i) = x_i^{d_i}$ implies that $F_i \in \mathbb{F}[x_i, \ldots, x_n]$. For $k = 1, 2, \ldots, n$ put $G_k = \{F_k, F_{k+1}, \ldots, F_n\}$ and $I_k = \langle G_k \rangle \triangleleft \mathbb{F}[x_k, \ldots, x_n]$. As a special case we have that $G = G_1$ and $I(X) = I_1$.

**Lemma 4.2.** If a polynomial $f \in \mathbb{F}[x_1, \ldots, x_n]$ reduces to 0 using $G$ inside $\mathbb{F}[x_1, \ldots, x_n]$, then it reduces to 0 using $G_k$ inside $\mathbb{F}[x_k, \ldots, x_n]$.

**Proof.** The first step in the reduction of $f$ by $G$ can only be by a polynomial $g \in G_k \subseteq G$, as only these have their leading term in $\mathbb{F}[x_k, \ldots, x_n]$. For the
polynomial \( \tilde{f} \), obtained after the first reduction step we have \( \tilde{f} \in \mathbb{F}[x_k,\ldots,x_n] \) as \( \mathcal{G}_k \subset \mathbb{F}[x_k,\ldots,x_n] \). The claim now follows by induction on the length of the reduction process. \( \blacksquare \)

**Lemma 4.3.** \( \mathcal{G}_k \) is the reduced Gröbner basis of \( I_k \) for \( 1 \leq k \leq n \).

**Proof.** Recall that by Buchberger’s theorem \( \mathcal{G}_k \) is a Gröbner basis of \( I_k \) iff the S-polynomial of any two polynomials in \( \mathcal{G}_k \) can be reduced to 0 using \( \mathcal{G}_k \) inside \( \mathbb{F} \). Now take \( F_i, F_j, \) \( k \leq i < j \leq n \), and let \( S(F_i, F_j) \) be their S-polynomial. Since \( \mathcal{G} \) is a Gröbner basis of \( I(X) \), \( S(F_i, F_j) \in \mathbb{F}[x_1,\ldots,x_n] \) can be reduced to 0 using \( \mathcal{G} \) inside \( \mathbb{F}[x_1,\ldots,x_n] \), and so by Lemma 4.2 it can be reduced to 0 using \( \mathcal{G}_i \subseteq \mathcal{G}_k \) inside \( \mathbb{F}[x_1,\ldots,x_n] \subseteq \mathbb{F}[x_k,\ldots,x_n] \).

The fact that \( \mathcal{G}_k \) is a reduced Gröbner basis easily follows as it is a subset of \( \mathcal{G} \) which is a reduced basis. \( \blacksquare \)

It is easily seen that \( I_k \) is a zero dimensional ideal, however a bit more is true.

**Lemma 4.4.** \( I(X_k) = I_k \)

**Proof.** \( I_k \subseteq I(X_k) \) follows directly from the definitions. For the other direction let \( f \) be an arbitrary polynomial in \( I(X_k) < \mathbb{F}[x_1,\ldots,x_n] \). Since \( \mathcal{G}_k \) is a Gröbner basis of \( I_k \), to prove that \( f \in I_k \) it suffices to show that it can be reduced to 0 using \( \mathcal{G}_k \). \( f \in I(X_k) \) implies that \( f \in I(X) \), and hence it can be reduced to 0 using \( \mathcal{G} \) inside \( \mathbb{F}[x_1,\ldots,x_n] \). Again by Lemma 4.2 this means that it can be reduced to 0 using \( \mathcal{G}_k \) inside \( \mathbb{F}[x_1,\ldots,x_k] \) as well. \( \blacksquare \)

Lemma 4.3 and 4.4 together imply that \( \mathcal{G}_k = \{F_k,\ldots,F_n\} \) is the reduced Gröbner basis of the vanishing ideal \( I(X_k) \subset \mathbb{F}[x_1,\ldots,x_n] \). Now Lemma 4.1 implies that

\[
Sm(I(X_k)) = \{x_k^{u_k} \cdots x_n^{u_n} \mid u_i < d_i \text{ for all } k \leq i \leq n\},
\]

and hence by the properties of standard monomials of vanishing ideals we get that \( |X_k| = |Sm(I(X_k))| = \prod_{i=k}^{n} d_i \), in particular \( |X_n| = d_n \).

**Remark 4.1.** From the general properties of elimination term orders (Theorem 2.3.4. in [1]) we know that \( \mathcal{G}_k \) is a Gröbner basis (and hence an ideal basis) of the elimination ideal \( I(X) \cap \mathbb{F}[x_k,\ldots,x_n] \) as well, and hence

\[
I(X) \cap \mathbb{F}[x_k,\ldots,x_n] = I(X_k).
\]

Now fix \( 1 \leq k \leq n-1 \), let \((s_{k+1},\ldots,s_n) \in X_{k+1}\) and put \( h(x_k) = F_k(x_k, s_{k+1},\ldots,s_n) \). \( h \) is a polynomial in \( \mathbb{F}[x_k] \) of degree \( d_k \). If \( s \in \mathbb{F} \) is
such that \((s, s_{k+1}, \ldots, s_n) \in X_k\), then \(h(s) = F_k(s, s_{k+1}, \ldots, s_k) = 0\), i.e. \(s\) is a root of \(h\). By the degree bound on \(h\), the number of such elements \(s\) is at most \(d_k\). However \(|X_k| = d_k \cdot |X_{k+1}|\), what is possible only if for all fixed \((s_{k+1}, \ldots, s_n) \in X_{k+1}\) the number of suitable elements \(s\) is exactly \(d_k\). This finishes the \((ii) \implies (iii)\) part of the proof.

To complete the proof of Theorem 3.1, suppose that the finite set \(X \subseteq \mathbb{F}^n\) satisfies the given combinatorial condition, i.e. for all \(k = 1, \ldots, n - 1\) the size of
\[
\{ s \in \mathbb{F} \mid (s, s_{k+1}, \ldots, s_n) \in X_k \}
\]
is \(d_k\) for all \((s_{k+1}, \ldots, s_n) \in X_{k+1}\), and \(|X_n| = d_n\). Let \(A\) be the set of all field elements occurring as a coordinate in \(X\) and put \(m = |A| - 1\). Fix some injective functions \(\varphi_i : A \rightarrow \{0, 1, \ldots, m\} \subseteq \mathbb{R}, i = 1, \ldots, n\), and using them, define \(\tilde{X} \subseteq \{0, 1, \ldots, m\}^n \subseteq \mathbb{R}^n\) as in Section 2. By the injectivity of the \(\varphi_i\)'s \(\tilde{X}\) inherits from \(X\) its structural property, i.e. for all \(1 \leq k \leq n - 1\) the number of elements \(\alpha\) for which \((\alpha, \alpha_{k+1}, \ldots, \alpha_n) \in \tilde{X}_k\) is \(d_k\) for all \((\alpha_{k+1}, \ldots, \alpha_n) \in \tilde{X}_{k+1}\), and \(|\tilde{X}_n| = d_n\). However in this case it is immediately seen that
\[
D_n(D_{n-1}(\ldots D_1(\tilde{X}) \ldots)) = \{ u \in \mathbb{N}^n \mid u_i < d_i \text{ for all } i \},
\]
and hence
\[
Sm(I(X)) = Sm(I(\tilde{X})) = \{ x^n \mid u_i < d_i \text{ for all } 1 \leq i \leq n \}.
\]
This finishes the proof of Theorem 3.1.

Remark 4.2. By earlier arguments one can also observe that for all fixed \((s_{k+1}, \ldots, s_n) \in X_{k+1}\) we have
\[
h(x_k) = F_k(x_k, s_{k+1}, \ldots, s_n) = \prod_{s : (s, s_{k+1}, \ldots, s_n) \in X_k} (x_k - s).
\]

5. Concluding remarks

Theorem 3.1 and our examples suggest two related problems for further study.

In [11] and [12] the authors proved several generalizations of the Combinatorial Nullstellensatz and the Nonvanishing Theorem, in particular a version for multisets. It would be interesting to obtain an analogue of Theorem 3.1 in
the multiset case as well, that relates the combinatorial properties of a given multiset to the algebraic properties of its vanishing ideal.

In Example 3.5 we introduced a wider class of point sets, not merely discrete boxes, where the Nonvanishing Theorem holds in its full generality. The conditions of Theorem 3.1 are in general not sufficient for the Nonvanishing Theorem to hold, for example in the case of permutations, if $n > 1$ and the $a_i$'s are all different, the polynomial

$$f(x_1, \ldots, x_n) = \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} a_i$$

has standard monomials in its maximal degree part ($x_2, x_3, \ldots, x_n$ are all standard monomials), but it vanishes on the whole set of permutations (it is actually a member of the reduced Gröbner basis). It would be interesting to develop an understanding of the finite sets $X \subseteq \mathbb{F}^n$ for which a version of the Nonvanishing Theorem holds.
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