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Abstract. This paper discusses learning of Constraint Logic Programs using unfolding and slicing technique. The transformation rule for unfolding together with clause removal is a method for specialization of Logic Programs. Slicing is a program analysis technique originally developed for imperative languages. It facilitates the understanding of data flow and debugging.

This paper formulates the semantics of a learning method of CLP programs, proves that the unfolding transformation preserves the operational and logical semantics, and combines the defined unfolding technique by applying slicing. A prototype learner of CLP programs which implements the above ideas is briefly described.

1. Introduction

Inductive Constraint Logic Programming (ICLP) is a research topic on the intersection of Constraint Logic Programming (CLP) [7, 9] and Inductive Logic Programming (ILP) [13]. In this paper we present an ICLP algorithm based on the specialization of Constraint Logic Programs. This paper formulates the semantics of a specialization method of CLP programs, proves that the unfolding transformation preserves the operational and logical semantics. An other result is that an improved interactive version of the learning algorithm has been
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defined integrating an algorithmic debugging algorithm and the slicing method with the specialization algorithm for CLP programs. A prototype tool has been implemented for both algorithms.

An ILP method takes as its input a definite program and two sets of atoms (positive and negative examples). The output of the algorithm is a new definite program that covers all positive examples but no negative ones. The SPECTRE algorithm [3] specializes clauses defining a target predicate by applying different strategies for selecting the literal to apply unfolding upon (e.g. taking the leftmost literal, selecting randomly or using the impurity measure [2]). The main idea behind an improved method is that the identification of a clause to be unfolded plays a crucial role in the effectiveness of the specialization process. If a negative example is covered by the current version of the initial program it is supposed that there is at least one clause that is responsible for this incorrect covering. The IMPUT system [1] (have been worked out for Logic Programs) uses a debugging algorithm to identify a buggy clause instance which is then unfolded and partially removed from the initial program. This solution improves the original learning algorithm but it has one major drawback, namely that an oracle has to answer membership questions to identify a buggy clause instance. In our algorithm the algorithmic debugger is combined with a slicing technique. Slicing makes it possible to reduce the number of user queries during the debugging process. During the slicing a proof tree is produced for a negative example, then a proof tree dependence graph is constructed and sliced, removing those parts that have no influence on the visible symptom of a bug. The algorithmic debugger traverses the sliced proof tree only, thus focusing on the suspect part of the program.

The paper is organized as follows. Section 2 outlines and formalizes some basic concepts which are then used to formulate and analyze the specialization methods. Section 3 presents the CLP_SPEC algorithm, the associated definitions (specialization, unfolding) and theorems (operational and logical semantics preservation, correctness analysis). Section 4 discusses our main results an improved interactive version of the CLP_SPEC algorithm (called CLP_SPEC_SLICE) which combines the unfolding technique with algorithmic debugging and slicing. Our prototype tool is described in Section 5. Section 6 provides a comparison with other works and suggestions for future work.

2. Preliminaries

The cornerstone of Constraint Logic Programming (CLP) [7, 9] is the notion of a constraint. Constraint atoms are formulae constructed with some constraint predicates with a predefined interpretation. A clause is a formula of the form $h \leftarrow b_1, \ldots, b_n$, $n \geq 0$, where $h, b_1, \ldots, b_n$ are atomic formulae. The
predicates used to construct $b_1, \ldots, b_n$ are either constraint predicates or defined predicates. The predicate of $h$ is a defined predicate. A \textbf{fact} is a clause $h \leftarrow c_1, \ldots, c_n$ where $c_1, \ldots, c_n$ are constraints. A \textbf{constraint logic program} is a set of \textbf{clauses}. The detailed definitions of the valuation, D-interpretation, and D-model can be found in [7]. The least D-model of a set of formula $P$ is denoted by $\text{lm}(P, \mathcal{D})$. A solution to a query $G$ is a valuation $\varphi$ such that $\varphi(G) \subseteq \text{lm}(P, \mathcal{D})$.

The \textbf{top-down operational semantics} of constraint logic programs $P$ can be seen as a transition system on states, tuples $\langle A, C, S \rangle$ where $A$ is a multiset of atoms and constraints, and $C$ and $S$ are multisets of constraints [7]. The constraints $C$ and $S$ are referred to as the constraint store. Intuitively, $A$ is a collection of as-yet-unseen atoms and constraints, $C$ is a collection of constraints playing active role (or are awake), and $S$ is a collection of constraints playing a passive role (or are asleep). There is also another state, denoted by $\text{fail}$. We will take as given a computation rule that selects a transition type and an appropriate element of $A$ for each state. An \textbf{initial goal} $G$ for execution is represented by the state $\langle G, \emptyset, \emptyset \rangle$. Let $R_j$ denote a clause of a $P$ constraint logic program such that $R_j : h_j \leftarrow b_{j_1}, \ldots, b_{j_m}, c_j$ ($j = 1, \ldots, n$), where $h_j, b_{j_1}, \ldots, b_{j_m}$ are defined predicates, and $c_j$ denotes the conjunction of the atomic constraints appearing in the body of $R_j$. The \textbf{transitions} in the transition system are:

1. $\langle A \cup b, C, S \rangle \rightarrow_r \langle A \cup \{ b_{j_1}, \ldots, b_{j_m}, c_j \}, C, S \cup \{ \overline{b} = \overline{h_j} \} \rangle$ if $b$ is a defined atom selected by the computation rule, $h_j \leftarrow b_{j_1}, \ldots, b_{j_m}, c_j$ is a rule of $P$, renamed to new variables, and $h_j$ and $b$ have the same predicate symbol. The expression $\overline{b} = \overline{h_j}$ is an abbreviation for the conjunction of equations between corresponding arguments of $b$ and $h_j$.

2. $\langle A \cup b, C, S \rangle \rightarrow_r \text{fail}$ if $b$ is a defined atom selected via the computation rule, and for every rule $h_j \leftarrow b_{j_1}, \ldots, b_{j_m}, c_j$ of $P$, $h_j$ and $b$ have different predicate symbols.

3. $\langle A \cup c, C, S \rangle \rightarrow_r \langle A, C, S \cup c \rangle$ if $c$ is selected by the computation rule and $c$ is a constraint.

4. $\langle A, C, S \rangle \rightarrow_i \langle A, C', S' \rangle$ if $(C', S') = \text{infer}(C, S)$.

5. $\langle A, C, S \rangle \rightarrow_s \langle A, C, S \rangle$ if consistent($C$).

6. $\langle A, C, S \rangle \rightarrow_s \text{fail}$ if $\neg\text{consistent}(C)$.

The predicate consistent($C$) expresses a test for the consistency of $C$. The function infer($C, S$) computes from the current set of active constraints a new set of active constraints $C'$ and passive constraints $S'$. The $\rightarrow_r$ transitions arise from resolution, $\rightarrow_i$ transitions introduce constraints into the constraint solver, $\rightarrow_s$ transitions test whether the active constraints are consistent, and $\rightarrow_r$ transitions infer more active constraints from the current collection of constraints. A \textbf{derivation} is a sequence of transitions. A state which can not be rewritten is called a \textbf{final state}. A derivation is \textbf{successful} if it is finite and the final state
has the form of $\langle \emptyset, C, S \rangle$. Let $G$ be a goal with free variables $\bar{X}$, which initiates a derivation and produces a final state $\langle \emptyset, C', S' \rangle$, and denote $\exists_{\bar{X}} Q$ the existential closure of the formula $Q$ except for the variables $\bar{X}$, which remain unquantified. Then $\exists_{\bar{X}} C \land S$ is called the answer constraint of the derivation. We should note that the operational semantics we are dealing with can be rewritten as $\rightarrow_r \rightarrow_i \rightarrow_s$ and $\rightarrow_c \rightarrow_i \rightarrow_s$. The computation for a goal $G$ can be described by a tree called SLD-tree.

**Definition 1 (SLD-tree).** Let $P$ be a constraint logic program and $G$ a goal. An SLD-tree for $P \cup \{G\}$ is a tree which satisfies the following:

1. Each node label is a computational state $\langle A, C, S \rangle$ like that defined above.
2. The root node is $\langle G, \emptyset, \emptyset \rangle$.
3. Each node has as many children as valid transitions are associated with it.
4. Final states have no children.
5. The edges are labeled by the type of the transition ($r$, $c$, $i$, $s$).

We note that every branch of the SLD-tree describes one derivation.

Let $\mathfrak{I}$ be a D-interpretation, $\varphi$ a valuation and $F = \{a \leftarrow c\}$ a set of facts, where $a$ is a defined predicate and $c$ is a conjunction of constraint atoms. Then $[F]_{\mathfrak{I}} := \{\varphi(a) | (a \leftarrow c) \in F, \mathfrak{I} \models \varphi(c)\}$. The following theorem [7] describes the connection between the top-down operational and logical semantics of a CLP program, which is then used to prove that the unfolding transformation preserves the logical semantics.

**Theorem 1.** Let $\mathfrak{I}$ be a D-interpretation and $\exists_{\bar{X}} Q$ denote the existential closure of the formula $Q$ except for the variables $\bar{X}$, which remain unquantified. Consider a P CLP program with the constraint domain $\langle L, D \rangle$. The success set $SS(P)$ collects the answer constraints to simple goals $p(\bar{X})$ with free variables $\bar{X}$:

$$SS(P) = \{p(\bar{X}) \leftarrow c \mid (p(\bar{X}), \emptyset, \emptyset) \rightarrow^* (\emptyset, C', C''), \mathfrak{I} \models c \leftarrow \exists_{\bar{X}} C' \land C''\}.$$  

Then $[SS(P)]_{\mathfrak{I}} = \text{lm}(P, \mathfrak{I})$ where $\text{lm}(P, \mathfrak{I})$ is the least $D$-model of $P$.

3. Specialization of CLP programs by unfolding

3.1. The unfolding transformation

3.1.1. The definition of the unfolding transformation

The algorithm CLP_SPEC specializes logic programs with respect to positive and negative examples by applying the transformation rule unfolding together with clause removal. The learning setting in the case of ICLP is the following: The teacher selects a target concept and provides the learner with a finite,
nonempty training set of examples, each of which is correctly labeled either as positive or negative. From this training sample and any available background knowledge, the learner constructs a hypothesis of the concept. Examples are ordinary atoms built over a target predicate and the background knowledge is a finite set of constrained clauses. A hypothesis is a finite set of nonrecursive constrained clauses whose heads are ordinary atoms built over the target predicate and whose bodies consist of literals built over either predicate symbols defined in the background knowledge or constraint symbols.

We deal here with the operational and logical semantics defined by Jaffar and Maher [7], which can be used for combining unfolding and slicing. This is the reason for giving a direct proof of the correctness of the specialization method.

Definition 2 (The specialization problem). Given: a $P$ Constraint Logic Program and two disjunct sets of ground terms ($E^+$ and $E^-$). The aim is: to find a $P'$ Constraint Logic Program (the specialization of $P$ with respect to ($E^+$ and $E^-$)) such that $MP' \subseteq MP$, $E^+ \subseteq MP'$ and $MP' \cap E^- = \emptyset$, where $MP$ denotes a D-model of $P$.

We note that this definition satisfies the conditions of completeness and consistency of a hypothesis since the specialized program covers all positive examples and does not cover any negative example.

In this work we assume that every positive and negative example is an ground instance of a target (defined) predicate $G$ (goal). SLD-refutations of all the examples are then included in an SLD-tree of $P \cup G$ (every $e \in (E^+ \cup E^-)$ : $e \in \text{Im}(P, \exists)$). This means that for each SLD-refutation of a particular example, there is a branch in the corresponding SLD-tree leading from the root to the empty goal.

In Figure 1, the skeleton of the SLD-tree of Example 1 is shown whose leaves that correspond to refutations of positive and negative examples are labeled ‘+’ and ‘-’ respectively, and leaves that do not correspond to refutations of any examples are left unlabeled. The broken line shows two places where the SLD-tree can be pruned, such that all refutations of the negative examples and no refutations of the positive examples are excluded.

Definition 3 (The unfolding transformation). Let $P$ be a CLP program with the rules $R_1, \ldots, R_n$, such that

$$R_j : h_j \leftarrow b_{j1}, \ldots, b_{jm_j}, c_j \quad (j = 1, \ldots, n),$$

where $h_j, b_{j1}, \ldots, b_{jm_j}$ are defined predicates, $c_j$ denotes the conjunction of the atomic constraints appearing in the body of $R_j$. Let

$$R : h \leftarrow b_1, \ldots, b_m, \ldots, b_k, c$$

be a program clause in $P$, and $\overline{R} = \{R_1, \ldots, R_q\}$ be a set of program clauses renamed to new variables such that the head of each $R_i \in \overline{R}$ ($i = 1, \ldots, q$) and
have the same predicate symbol, and \( b_m \) is selected by some computation rule. Then the program \( P' \) after unfolding is:

\[
P' = \text{Unf}(P, R, b_m) =
\]

\[
P \setminus \{R\} \bigcup \left( \bigcup_{R_j \in \Pi} h \leftarrow (b_m = h_j), b_1, \ldots, b_{m-1}, b_j, \ldots, b_{j_m}, c_j, b_{m+1}, \ldots, b_k, c \right)
\]

where \( b_m = h_j \) is an abbreviation for the conjunction of argument equations between the corresponding argument positions of \( b_m \) and \( h_j \).

We note that only defined predicate can be unfolded and no constraint predicates. In the formalization of the CLP SPEC algorithm we will use the following set:

\[
\text{Res}(P, R, b) :=
\]

\[
:= \bigcup_{R_j \in \Pi} (h \leftarrow (b_m = h_j), b_1, \ldots, b_{m-1}, b_j, \ldots, b_{j_m}, c_j, b_{m+1}, \ldots, b_k, c)
\]

This set can be viewed as the set of "resolvents" of \( R \).

In Example 1 an unfolding step with respect to \( \text{main}(M, J) \) in clause 1 is shown.

3.1.2. The operational semantics preservation of the unfolding transformation

In the following we will show that the unfolding transformation preserves the operational semantics. To do this we first define the notion of operational equivalence.

**Definition 4. (Operational equivalence).** Let \( P \) be a CLP program with the constraint domain \( \langle D, L \rangle \), \( \langle \emptyset, C', C'' \rangle \) and \( \langle \emptyset, \overline{C}', \overline{C''} \rangle \) two final states of an SLD-tree for \( P \cup \{p(X)\} \), where \( p(X) \) is a goal with free variables \( X \). Let \( \mathfrak{I} \) denote a \( D \)-interpretation. Two states \( \langle \emptyset, C', C'' \rangle \) and \( \langle \emptyset, \overline{C}', \overline{C''} \rangle \) are equivalent iff \( \mathfrak{I} \models \exists_{\overline{X}} C' \land C" \Leftrightarrow \mathfrak{I} \models \exists_{\overline{X}} \overline{C'} \land \overline{C''} \).

**Theorem 2.** Let \( P \) be a CLP program with the rules \( R_1, \ldots, R_n \), such that

\[
R_j : h_j \leftarrow b_{j_1}, \ldots, b_{j_m}, c_j, \quad (j = 1, \ldots, n),
\]
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where \( h, b_1, \ldots, b_{m_j} \) are defined predicates and \( c_j \) denotes the conjunction of the atomic constraints appearing in the body of \( R_j \). For every SLD-tree \( \{ P \cup \{ G \} \) where \( G = p(\bar{x}) \), for every clause \( R \in P \) and for every \( b_m \in \text{body}(R) \) defined predicate \( SS(P) = SS(P') \), where \( P' = \text{Unf}(P, R, b_m) \) and \( SS(P) \) collects the answer constraints to simple goals \( p(\bar{x}) \) (see Theorem 1). So an unfolding transformation preserves the operational semantics (we deal now only with success refutations).

**Proof.** Recall that this theorem says that applying an unfolding step on an SLD-tree does not affect the set of answer constraints for a goal.

\[
SS(P) = \{ p(\bar{x}) \leftarrow c \mid \langle p(\bar{x}), \emptyset, \emptyset \rangle \rightarrow^* \langle \emptyset, C', C'' \rangle, \exists c \leftarrow \emptyset \}
\]

Hence to prove that \( SS(P) = SS(P') \) it is enough to show that for every branch of the SLD-tree \( P \cup \{ p(\bar{x}) \} \) (i.e. for a given derivation \( \langle p(\bar{x}), \emptyset, \emptyset \rangle \rightarrow^* \langle \emptyset, C', C'' \rangle \) there exists exactly one branch of the SLD-tree \( P' \cup \{ p(\bar{x}) \} \) whose final state is equivalent to \( \langle \emptyset, C', C'' \rangle \) and \( P' \cup \{ p(\bar{x}) \} \) has no additional branches. To this end let us consider a branch of the SLD-tree \( P \cup \{ p(\bar{x}) \} \) and examine the effect of an unfolding step for this branch. Suppose that \( b_m \) in

\[
R : h \leftarrow b_1, \ldots, b_m, c
\]

was "unified" with

\[
R_j : h_j \leftarrow b_{j_1}, \ldots, b_{j_{m_j}}, c_j \quad (j = 1, \ldots, n).
\]

Compare an \( \rightarrow_r \) transition (3.1) with an unfolding step (3.2):

\[
\langle A \cup b_m, C, S \rangle \rightarrow_r \langle A \cup \{ b_{j_1}, \ldots, b_{j_{m_j}}, c_j \}, C, S \cup \{ \overline{\text{body}(R_j)} \} \rangle
\]

\[
\langle A \cup b_m, \overline{\text{body}(R_j)} \rangle \rightarrow_r \langle A \cup \{ b_{j_1}, \ldots, b_{j_{m_j}}, c_j \}, \overline{\text{body}(R_j)} \rangle
\]

One \( \rightarrow_r \) transition can be viewed as an operation when, instead of \( b_m \), the body predicates of the "unified" clause instance are inserted and the corresponding argument equations are added to the set of constraints. Applying an unfolding step, the body atoms of the "unified" clause and the argument equations are added to the actual clause. We will show that an unfolding step simulates the \( \rightarrow_r \) transition. Since the unfolding transformation involves all "unifiable" clauses, an unfolding step can be viewed as an operation which moves a subtree closer to the root (a node of an SLD-tree may have more then one children only if the following applied transition is an \( \rightarrow_r \) transition).
More precisely: If there is a derivation of $P \cup \{G\}$ ($G = p(\bar{X})$) in which $R$ (the clause has been unfolded upon) is not used as an input clause, this is then also a refutation in $P' \cup \{G\}$. But suppose $R$ is used as an input clause in a refutation $(p(\bar{X}), \emptyset, \emptyset) \rightarrow^* (\emptyset, C', C'')$ of $P \cup \{G\}$. We will prove that from such a refutation an $(p(\bar{X}), \emptyset, \emptyset) \rightarrow^* (\emptyset, C', C'')$ refutation of $P' \cup \{G\}$ can be constructed such that $(\emptyset, C', C'')$ and $(\emptyset, C', C'')$ are equivalent.

Derivation $R$ shows a part of the refutation when $R$ is utilized as an input clause. Derivation $Res(R)$ shows when $Res(P, R, b_m)$ is used instead of $R$ as an input clause (we suppose now that $Res(P, R, b_m)$ contains only one element). The sets of the variables of the clauses (vars(c)) where $c$ is a clause) are disjunct.

Since, the SLD resolution uses clauses instances, in our proof we deal with a substitution, denoted by $\sigma$, which creates an instance of $R, R_j$ and $R_{new_j}$. There exists such a substitution because vars($R$) $\cap$ vars($R_j$) = $\emptyset$ and vars($R_{new_j}$) = vars($R$) $\cup$ vars($R_j$).

**Derivation R:**

1. $\ldots (b, GRem; C_1) \vdash_r$
2. $(b_1 \sigma, \ldots, b_{m-1} \sigma, b_m \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_1 \land (\bar{b} = \bar{h} \sigma)) \vdash_{(r \cup c)}$
3. $(b_{m-1} \sigma, b_m \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_2) \vdash_{(r \cup c)}$
4. $(b_m \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_3) \vdash_r$
5. $(b_j \sigma, \ldots, b_{m-1} \sigma, c \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_3 \land (\bar{b_m} \sigma = \bar{h_j} \sigma)) \vdash_r \ldots$

**Derivation Res(R):**

1. $\ldots (b, GRem; C_1) \vdash_r$
2. $(b_1 \sigma, \ldots, b_{m-1} \sigma, (\bar{b}_m = \bar{h}_j) \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_1 \land (\bar{b} = \bar{h} \sigma)) \vdash_{(r \cup c)}$
3. $(b_{m-1} \sigma, (\bar{b}_m = \bar{h}_j) \sigma, b_j \sigma, \ldots, b_{m-1} \sigma, c \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_2) \vdash_{(r \cup c)}$
4. $(\bar{b}_m = \bar{h}_j) \sigma, b_j \sigma, \ldots, b_{m-1} \sigma, c \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_3 \vdash_c$
5. $(b_j \sigma, \ldots, b_{m-1} \sigma, c \sigma, b_{m+1} \sigma, \ldots, b_k \sigma, c \sigma, GRem; C_3 \land ((\bar{b}_m = \bar{h}_j) \sigma)) \vdash_r \ldots$

For these derivations we employ the following notational conventions:

1. We did not picture the $i$ and $s$ transitions, we only denoted that an $r$ or $c$ transition was applied (since the content of the constraint store in the corresponding nodes is the same, the result of the $i$ an $s$ transition is also the same).
2. Every node has the following form: $(goals, C)$, where $goals$ contains the actual list of goals and $C$ is the constraint store.
3. $R$ is the clause and $b_m$ is the literal in $R$ to be unfolded upon.
4. The first node is $(b, GRes, C_1)$, where $b$ is "unified" with the head of $R$ in the next derivation step, $GRem$ is the remainder of the actual list of goals, and $C_1$ is the constraint store.
5. We pictured only one refutation, so if \( b_m \) can be "unified" with more clauses then this map of nodes can be applied to every other branch of the SLD-tree which correspond to these clauses.

**Node 1** in Derivation R and Derivation Res(R) is the first node. The first goal \( b \) is "unified" with \( R\sigma \) / \( R_{new}\sigma \).

**Node 2** shows when the body predicates of \( R\sigma \) (Derivation R) / \( R_{new}\sigma \) (Derivation Res(R)) are added to the actual list of goals, and the corresponding node equations \( (\overline{b} = \overline{h}\sigma) \) are added to the constraint store \( C_1 \).

**Node 3** shows the state after the derivations of the subgoals \( b_1\sigma, \ldots, b_{m-2}\sigma \). The content of the constraint store \( C_2 \) is the same in both derivations (SLD-trees) since the content of the constraint store in Node 2 were the same and the same subgoals were derived in both cases.

In **Node 4** the set of constraints \( C_3 \) is also the same in both derivations since the subgoal \( b_{m-1}\sigma \) was derived. But the next step is different: in Derivation R the next actual goal is \( b_m\sigma \) while in Derivation Res(R) \((\overline{b_m} = \overline{h_j}\sigma)\). As can be seen in

**Node 5**, after applying an \( r \) transition for \( b_m\sigma \) in Derivation R the resulting node has the same label as when we apply a \( c \) transition for \( (\overline{b_m} = \overline{h_j}\sigma) \) in Derivation Res(R) because \( (\overline{b_m}\sigma = \overline{h_j}\sigma) = ((\overline{b_m} = \overline{h_j})\sigma) \). Hence from Node 5 the derivation continues with the same list of goals and with the same content of the constraint store (see the comparison of \( r \) transition (1) and unfolding (2)), so finally the result constraint set is the same, which of course means that the final state of the derivations is equivalent.

### 3.1.3. The logical semantics preservation of the unfolding transformation

**Theorem 3.** The unfolding transformation preserves the logical semantics (D-semantics) of CLP programs.

**Proof.** We use here the notes of Theorem 2. Let \( \mathcal{I} \) be a D-interpretation. From Theorem 1: \([SS(P)]_{\mathcal{I}} = lm(P, \mathcal{I})\) and \([SS(P')]_{\mathcal{I}} = lm(P', \mathcal{I})\).

From Theorem 2: \( SS(P) = SS(P') \).

So, \( lm(P, \mathcal{I}) = [SS(P)]_{\mathcal{I}} = [SS(P')]_{\mathcal{I}} = lm(P', \mathcal{I}) \).

From which: \( lm(P, \mathcal{I}) = lm(P', \mathcal{I}) \).

### 3.2. The CLP_SPEC algorithm

#### 3.2.1. The definition of CLP_SPEC algorithm

The aim of the learning process is to find a CLP program that does not cover any negative examples. During the learning process it is checked whether or not
a clause covers any positive examples. If it covers no positive examples, it is then removed (otherwise it is unfolded). Removing a clause which covers only negative examples corresponds to pruning SLD-trees such that all refutations of negative examples and no refutations of positive examples are excluded.

The CLP SPEC algorithm consists of one main loop that continues until no negative examples are covered. When a clause is found that covers a negative example, and no positive examples, it is removed. When a clause is found that covers both a negative and a positive example, it is unfolded. The choice of which literal to unfold upon is made using the computation rule, which uses different strategies [2].

The input of the algorithm: An initial constraint logic program program \( P \), background knowledge \( B \subseteq P \) (a set of clauses that does not change during the learning process and which clauses does not take part in the refutations of negative examples), sets of ground atoms \( E^+, E^- \) (the positive and negative examples which are ground instances of a target predicate).

The output of the algorithm: Series of programs \( P^{(0)}, P^{(1)}, \ldots, P^{(n)} \) (\( P^{(0)} = P \)), where \( P^{(i+1)} = \text{Unf}(P^{(i)}) \) (\( 0 \leq i \leq n \)), and \( \text{Unf} \) is the unfolding operator extended with clause removal.

THE CLP SPEC ALGORITHM

1. if the program \( P \) does not terminate on all \( e^+ \in E^+ \)
2. then stop "Initial program should cover all positive examples."
3. let \( i = 0 \)
4. while there is a clause \( R \) in \( P^i \) that covers an atom in \( E^- \)
5.         or (no more unfolding steps can be applied *) do
6.     begin
7.         if \( R \) does not cover any atom in \( E^+ \) then remove \( R \) from \( P^{(i)} \)
9.         else
10.            begin
11.                - unfold upon the literal \( b \) in \( R \) that is selected by the computation rule
12.                    \( P^{(i+1)} := \text{Unf}(P^{(i)}, R, b) \)
13.            - Let \( D_{\text{Res}}(P^{(i)}, R, b) := \text{Res}(P^{(i)}, R, b) \setminus \{ \text{those clauses that do not occur in refutations of positive examples} \} \)
We note that this algorithm produces the most specific theory, removing as many clauses as possible (i.e. it removes all clauses that do not cover positive example) (see program lines 9 and 10).

3.2.2. The correctness of the CLP_SPEC algorithm

**Theorem 4 (The correctness of the CLP_SPEC algorithm).** The output $P^{(n)}$ of the CLP_SPEC algorithm is a specialization of $P$ with respect to $E^+$ and $E^-$ if the reason of the termination of the algorithm is not (*) above. This also means that $P^{(n)}$ is complete and consistent (i.e. it covers all positive examples and does not cover any negative examples).

**Proof.** According to Definition 2 we have to satisfy the following three conditions:

1. $M_{P'} \cap E^- = \emptyset$
   
   We assume that the clauses of the background knowledge $B$ does not take part in the refutations of negative examples. If the main loop in program line 4 terminates because there are no more program clauses which cover negative examples, then $P^{(n)}$ does not cover any negative examples. If it terminates because no more unfolding step can be performed (*) and $P^{(n)}$ still covers negative example(s), then our algorithm could not find a consistent hypothesis (the percentage of the covered negative examples is provided). In this case new and more precise constraints have to be introduced into the program. One aim of our future work is to combine this algorithm with a constraint inferring method [5, 10, 14].

2. $E^+ \subseteq M_{P'}$
   
   We prove this state for $M_{P'} = lm(P, \mathcal{I})$.
   
   From program line 1: $E^+ \subseteq M_{P^{(0)}}$.
   
   For every $i = 1, \ldots, n$:
   
   2.a. The unfolding step in program line 8 does not change $lm(P^{(i)}, \mathcal{I})$ (see Theorem 3).
   
   2.b. The clause removal in program line 6 and 10 does not remove clauses that cover positive examples.

3. $M_{P'} \subseteq M_P$
   
   We prove this state for $M_{P'} = lm(P, \mathcal{I})$ in two steps. For every $i = 1, \ldots, n$:
   
   3.a. The unfolding step in program line 8 does not change $lm(P^{(i)}, \mathcal{I})$ (see Theorem 3).
3.b. The clause removal in program line 6 and 10 does not extend \( \text{lm}(P^{(i)}, 3) \).

The clause removal cuts branches of the SLD-tree, so reduces or does not change the success set of the answer constraints \( (SS(P^{(i)})) \) as well as \( \text{lm}(P^{(i)}, 3) \) (see Theorem 1). From which,

\[
M_{P^{(i+1)}} \subseteq M_{P^{(i)}} \quad \text{for} \quad i = 0, \ldots, n, \quad \text{so} \quad M_{P^{(n)}} = M_{P^{(0)}} = M_P.
\]

The complexity of the algorithm depends on the number of iterations \( i \) (the number of unfoldings). During the running process the number of the clauses increases when unfolding is applied, so the number of iteration should be kept as low as possible. To do this different computation rules can be employed (for more details see [3, 2]).

3.2.3. An example to illustrate the specialization algorithm

**Example 1.** A simple example has been chosen to simplify the illustration of the specialization algorithm. Given the definition of a fish-meal as consisting of an appetizer, a main meal and a dessert and a database of foods and their calorific values we wish to construct light fish-meals i.e. fish-meals whose sum of calorific values does not exceed 10. This program needs to be specialized since it doesn’t just cover fish-meals.

\( P^{(0)} \) has the following form:

1. \( \text{fishlightmeal}(A, M) : - \{I + J \leq 10\}, \text{appetizer}(A, I), \text{main}(M, J) \).
2. \( \text{appetizer}(A, I) : - \text{cheese}(A, I), \{I > 0\} \).
3. \( \text{appetizer}(A, I) : - \text{pasta}(A, I), \{I > 0\} \).
4. \( \text{main}(M, J) : - \text{fish}(M, J), \{J > 0\} \).
5. \( \text{main}(M, J) : - \text{meat}(M, J), \{J > 0\} \).
6. \( \text{fish} \text{(sole, 2)} \).
7. \( \text{fish} \text{(tuna, 4)} \).
8. \( \text{meat} \text{(beef, 5)} \).
9. \( \text{meat} \text{(chicken, 4)} \).
10. \( \text{pasta} \text{(general, 1)} \).
11. \( \text{cheese} \text{(camambert, 2)} \).

The set of positive examples: \( E^+ := \{\text{fishlightmeal}(A, \text{sole}), \text{fishlightmeal}(A, \text{tuna})\} \)

The set of negative examples: \( E^- := \{\text{fishlightmeal}(A, \text{beef}), \text{fishlightmeal}(A, \text{pork})\} \)

The goal for the SLD-tree which contains all the examples is: \( \text{fishlightmeal}(A, M) \).

Figure 1 shows the skeleton of the SLD-tree of \( P^{(0)} \) for the goal \( \text{fishlightmeal}(A, M) \).

**Choose the first clause and the main(M,J) predicate for unfolding.**

Instead of adding the argument equations we have made use of the same (corresponding) variable names. The two new clauses (1+4 and 1+5) are the following:

1.4 \( \text{fishlightmeal}(A, M) : - \{I + J \leq 10\}, \text{appetizer}(A, I), \text{fish}(M, J), \{J > 0\} \).
1.5 \( \text{fishlightmeal}(A, M) : - \{I + J \leq 10\}, \text{appetizer}(A, I), \text{meat}(M, J), \{J > 0\} \).

The clauses 1.5, 4, 5, 8 and 9 do not take part in the refutation of positive examples, so they can be removed. The removing of clause 1.5 cuts the corresponding branch of the SLD-tree (which contains only negative examples).
Finally, $P^{(1)}$ has the following form:

1.4 fishlightmeal(A,M) :- \{I + J \leq 10\}, appetizer(A,I), fish(M,J), \{J > 0\}.
2. appetizer(A,I) :- cheese(A,I), \{I > 0\}.
3. appetizer(A,I) :- pasta(A,I), \{I > 0\}.
4. fish(sole,2).
5. fish(tuna,4).
6. pasta(general,1).
7. cheese(camambert,2).

One iteration was enough to obtain the specialized program that covers only positive examples.

Figure 1. The skeleton of the SLD-tree of $P^{(0)}$ for the goal fishlightmeal(A,M)
4. Improving the CLP_SPEC Algorithm by Slicing

4.1. The skeleton of a CLP program

The algorithm CLP_SPEC specializes clauses defining a target predicate by using different strategies for selecting the literal to apply unfolding upon. The identification of a clause to be unfolded is of crucial importance in the effectiveness of the specialization process [1]. The number of applications of unfolding should be kept as low as possible, since the number of clauses increases when unfolding is applied. If a negative example is covered by the current version of the initial program there is supposedly at least one clause which is responsible for this incorrect covering. In our algorithm CLP_SPEC_SLICE a debugging system combined with slicing technique is used to find the clause to be unfolded.

Slicing is a program analysis technique originally developed for imperative languages [22]. It facilitates the understanding of data flow and debugging. As slicing concerns computations we now introduce some relevant notions. Abstractly, a computation of a CLP program can be seen as the construction of a tree (skeleton) from renamed instances of clauses. We will now briefly explain the idea formally discussed in [21].

A skeleton for a program $P$ is a labelled ordered tree:

1. with the root labelled by a goal clause and
2. with the nodes labelled by clause instances of the program; some leaves may instead be labelled "?", in which case they are called incomplete nodes.
3. Each non-leaf node has as many children as the non-constraint atoms of its body.
4. The head predicate of the $i$-th child of a node is the same as the predicate of the $i$-th non-constraint body atom of the clause labelling the node.

We note that a derivation (proof) tree is a special kind of skeleton. Figure 2 shows a complete skeleton tree for the program in Example 1.

In order to properly present the slicing techniques used here we first need to mention program positions and skeleton positions. A slice is defined with respect to some particular occurrence of a variable (in a program or skeleton), and positions are used to identify these occurrences [21]. The set of all positions of a skeleton tree $T$ is denoted by $\text{Pos}(T)$. Note that each label of a skeleton tree $T$ is a variant of a program clause, or a goal. Thus the positions of $T$ can be mapped in a natural way into the corresponding program positions.

Intuitively, a program slice with respect to a specific variable at some program point contains all those parts of the program that may affect the value of the variable (backward slice) or may be affected by the value of the variable (forward slice).
The slice then provides a focus for analysis of the origin of the computed values of the variable in question. A precise formulation of the slicing problem for CLP programs and different slicing techniques based on a simple analysis of variable sharing and groundness can be found in [21].

4.2. An overview of slicing and automatic debugging of constraint logic programs

We would now like to provide a brief overview of the slicing of constraint logic programs. To construct slices of derivation trees we introduce a dependency relation on the positions of a derivation tree (skeleton).

**Definition 5. (The formal definition of the proof tree dependence relation).** Let $T$ be a derivation tree, $\alpha, \beta \in \text{Pos}(T)$. Denote the direct dependency relation $\sim_T$ on $\text{Pos}(T)$. Then $\alpha \sim_T \beta$ if and only if one of the following conditions holds:

1. $\alpha$ and $\beta$ are positions in an occurrence of a clause constraint (constraint edge).
2. $\alpha$ and $\beta$ are positions in a node equation (transition edge).
3. $\alpha$ and $\beta$ are positions in an occurrence of a term (functor edge).
4. $\alpha$ and $\beta$ share a variable (local edge).

Notice that the relation is both reflexive and symmetric. The transitive closure $\sim_T^*$ of the direct dependency relation will be called the dependency relation on $\text{Pos}(T)$. Thus $\sim_T^*$ is an equivalence relation. The dependency relation of a proof tree can be represented as a graph called the proof tree dependence graph (PTDG). The nodes of PTDG are the proof tree (skeleton) positions, and there is an edge between two positions if they are directly dependent. This graph represents the data flow of a CLP program. A slice of a proof tree contains a connected part of the PTDG (of the proof tree). Directionality information can be introduced into the PTDG to make the slice more precise [21]. A formal syntactical definition of the slice is the following.

**Definition 6 (A slice of a proof tree).** Let $T$ be a proof tree and let $\alpha$ be a variable position of $T$. Then $[\alpha]_\sim$ is called a slice of $T$ with respect to $\alpha$.

A semantical meaning of this slice definition can be given which relates the proof tree dependence relation to the dependencies in the constraint store [21]. Figure 2 shows the program dependencies and a backward slice of the program in Example 1 for the goal $\text{lightmeal}(A, M)$ with respect to $A$. 
The algorithmic program debugging method, introduced by Shapiro [19], can isolate an erroneous procedure, given a program and an input on which it behaves incorrectly. Shapiro’s model was originally applied to Prolog programs but it can be also extended to constraint logic programs in a fairly natural way. Shapiro’s algorithm [19] traverses the proof tree of a program in different ways and asks the user about the expected behavior of each resolved goal. A major drawback of this debugging method is the great number of queries made to the user about the correctness of the intermediate result of procedure calls. A major improvement in the localization process is possible by combining the algorithmic debugging with slicing technique [21, 20]. In this paper we refer to this method as the **DEB.SLICE debugging method**, which consists of the following steps:

1. A proof tree is produced for a buggy program (negative example),
2. then a proof tree dependence graph is constructed which is sliced and
3. then those parts of the tree that have no influence on the visible symptom of a bug are removed.
4. The algorithmic debugger traverses the sliced proof tree only, thus concentrating on the suspect part of the program.

*Figure 2.* Proof tree dependence represented in graphical form along with the backward slice with respect to $A$ in fishlightmeal($A,M$)
4.3. The CLP SPEC SLICE algorithm

CLP SPEC SLICE algorithm (defined in this paper) uses the DEB SLICE algorithm to identify a buggy clause of the program. The clause identified in this process will be unfolded in the next step of the specialization algorithm.

The CLP SPEC SLICE algorithm consists of the following three steps:
1. finding the clause, the unfolding is applied upon (this step is done by the DEB SLICE algorithm).
2. finding the literal within the clause, which will be the basis of the unfolding - the same method is applied here as that used in [3].
3. performing the unfolding on the program.

The Input of the algorithm is: An initial constraint logic program program \( P \), background knowledge \( B \) \( \subseteq P \) (a set of clauses that remains unchanged during the learning process and does not take part in the refutation of negative examples), sets of ground atoms \( E^+, E^- \) (the positive and negative examples which are ground instances of a target predicate).

The Output of the algorithm is: A series of programs
\[
P^{(0)}, P^{(1)}, \ldots, P^{(n)} (P^{(0)} = P),
\]
where
\[
P^{(i+1)} = \overline{Unf}(P^{(i)}) \quad (0 \leq i \leq n), \quad \text{and} \quad \overline{Unf}
\]
is the unfolding operator extended with clause removal.

THE CLP SPEC SLICE ALGORITHM

1. if the program \( P \) does not terminate on all \( e^+ \in E^+ \)
2. then stop "Initial program should cover all positive examples."
3. let \( i=0 \)
4. while there is an \( e^- \in E^- \) such that \( P^{(i)} \) does not fail on \( e^- \) or (no more unfolding can be applied *)
   do
   begin
5. find a buggy clause \( R \in P^{(i)} \) using the DEB SLICE debugger (\( R \) is not in \( B \))
6. if the buggy clause can not be identified then stop
7. if \( R \) does not cover any atom in \( E^+ \) then remove \( R \) from \( P^{(i)} \)
8. else
   begin
9. - unfold upon the literal \( b \) in \( R \) that is selected by the computation rule
   \[
P^{(i+1)} := \overline{Unf}(P^{(i)}, R, b)
   \]
   - Let \( D_{Res}(P^{(i)}, R, b) := Res(P^{(i)}, R, b) \setminus \{ \text{those clauses that do not occur in refutations of positive examples} \} \)
11. \(- P^{(i+1)} := P^{(i+1)} \setminus D_{\text{Res}}(P^{(i)}, R, b) /\text{to find the most specific theory}/\)
12. \)end /*else*/\)
13. let \(i := i + 1\)
14. \)end /*while*/\)

We note that this algorithm also produces the most specific theory. It can readily be seen that the difference between this and the CLP SPEC algorithm is the choice of the clause whose literal is unfolded upon.

**Theorem 2.** The correctness of the CLP SPEC SLICE algorithm

The output \(P^{(n)}\) of the CLP SPEC SLICE algorithm is a specialization of \(P\) with respect to \(E^+\) and \(E^-\) if the DEB SLICE algorithm is able to identify a buggy clause (otherwise the CLP SPEC algorithm can be used to find the hypothesis) and the reason for the program termination is not (*) above.

**Proof.** The correctness of the CLP SPEC SLICE algorithm depends on the correctness of the CLP SPEC algorithm and the correctness of the DEB SLICE algorithm. The CLP SPEC algorithm is correct with respect to these conditions (see Theorem 4). There are special cases however when the buggy clause could not be identified by the DEB SLICE method. There is a solution to this problem [20], but the complexity of this method is too large compared to the complexity of the CLP SPEC algorithm, so we prefer to apply the CLP SPEC algorithm in this case.

5. Prototype implementation

Both algorithms (CLP SPEC and CLP SPEC SLICE) have been implemented in SICStus Prolog. For slicing we have used an earlier developed tool [21]. The algorithms have being tested on simple examples such as N-Queens, rectangle [1](to recognize a horizontally lying rectangle), horse-jumping, and so on. During the testing we employed the Prolog computation rule (i.e. we chose the leftmost literal). From the test results it can be concluded that the number of clauses learned by CLP SPEC SLICE is less than that learned by the CLP SPEC algorithm. It means that CLP SPEC SLICE can learn more compact theories than CLP SPEC. However, during the running of the CLP SPEC SLICE algorithm an oracle has to answer membership questions to identify a buggy clause instance. Generally, about the 40 percent of these user queries could be reduced applying slicing. Sometimes it was difficult to answer the user queries, since they were about the correctness of numerical functions (data). The list of the slice points, which can be identified by the help of a graphical user interface, could be given in a list inserted in the goal in the following way: In the
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\( (\text{fishlightmeal}(A, \text{beef}, < 2 >) \) negative example the second argument is incorrect, so the proof tree is created for the goal \( \text{fishlightmeal}(A, \text{beef}) \), the slice is created with respect to the second argument \( (\text{beef}) \), and the algorithmic debugger asks about only the correctness of those predicates that are included in this slice of the proof tree. If the list is empty then the proof tree is walked by the original algorithmic debugging method.

6. Related work and discussion

A major area of research motivated by all the ICLP systems involves the question of developing notions of bias restrictions. A reduced size of search space can help to solve the time and complexity problems. In our work we gave a modification of the specialization method which combines the CLP_SPEC algorithm with algorithmic debugging and slicing in order to reduce the bias and to learn more compact theories. Different learning method have been introduced for learning constraint logic programs in [8, 11, 12, 14, 18]. Kawamura and Furukawa [8] adopted the dominant paradigm in ILP, namely the paradigm of inverse resolution for generalizing constraints. Sebag et al. [18] propose a framework for learning clauses which can discriminate between positive and negative examples expressed as constrained clauses. They conjecture that only a subset of the entire set of discriminating clauses need to be determined fully in order to explicitly represent the learned concept. The remaining clauses of the concept can be derived from these basic set of clauses. Martin and Vrain's [11] idea is that instead of interpreting function symbols in constraints symbolically, if we interpret them by more semantic means, there is scope for development of better algorithms for generalizing and inducing constraint logic programs. Page and Frisch [14] extend the concepts involved in the generalization of atoms, to more general forms of atoms, especially atoms with constraints attached to them. Mizoguchi and Ohwada [12], extend ideas from ILP based on Plotkin's framework [17] of Relative Least General Generalization(RLGG) to induce constraint logic programs. We have adopted an other existing ILP technique for ICLP, namely a specialization method using [3]. One of the aims of our future work will be to combine the CLP_SPEC_SLICE method with other specialization algorithms [4], [5], [6], [10], [15], [16].

7. Appendix

The following small example shows how the CLP_SPEC_SLICE algorithm learned the horse-jumping from an initial theory. As the example is very small, no slice was created and the algorithmic debugger asked only one question at each iteration step.
The initial program describing horse-jumping (which needs to be specialized) was the following:

1. horse(A,B,C,D):-Horiz=abs(A-C),Vert=abs(B-D),horse_step(Horiz,Vert).
2. horse_step(Horiz,Vert) :- num(Horiz), num(Vert).

background (num(X) :- X=0.0). background (num(X) :- X=1.0).
background (num(X) :- X=2.0). background (num(X) :- X=3.0).
background (num(X) :- X=4.0). background (num(X) :- X=5.0).
background (num(X) :- X=6.0). background (num(X) :- X=7.0).
background (num(X) :- X=8.0). background (num(X) :- X=9.0).

The set of positive examples:

positive horse(1.0,2.0,3.0,3.0). positive horse(3.0,6.0,4.0,4.0).
positive horse(4.0,2.0,3.0,4.0). positive horse(5.0,2.0,3.0,3.0).
positive horse(5.0,6.0,4.0,4.0). positive horse(4.0,6.0,3.0,4.0).

The set of negative examples:

negative horse(3.0,2.0,7.0,6.0). negative horse(2.0,3.0,4.0,8.0).
negative horse(3.0,5.0,7.0,6.0). negative horse(2.0,3.0,4.0,5.0).
negative horse(3.0,2.0,7.0,6.0). negative horse(2.0,3.0,4.0,6.0).
negative horse(2.0,3.0,3.0,6.0).

The running of the CLP_SPEC_SLICE algorithm:

- ? start.

Welcome to CLP_SPEC learning system.

Please enter the filename to be processed: horse.

The background knowledge is:

3: num(A):-A=0.0 4: num(A):-A=1.0 5: num(A):-A=2.0
6: num(A):-A=3.0 7: num(A):-A=4.0 8: num(A):-A=5.0
9: num(A):-A=6.0 10: num(A):-A=7.0 11: num(A):-A=8.0
12: num(A):-A=9.0

The theory needs to be specialized is:

1: horse(A,B,C,D):-E=abs(A-C),F=abs(B-D),horse_step(E,F)
2: horse_step(A,B):-num(A),num(B)
The positive examples are:

1013: horse(1.0,2.0,3.0,3.0) 1014: horse(3.0,6.0,4.0,4.0) 1015: horse(4.0,2.0,3.0,4.0) 1016: horse(5.0,2.0,3.0,3.0) 1017: horse(5.0,6.0,4.0,4.0) 1018: horse(4.0,6.0,3.0,4.0)

The negative examples are:

1019: horse(3.0,2.0,7.0,6.0) 1020: horse(2.0,3.0,4.0,8.0) 1021: horse(3.0,5.0,7.0,6.0) 1022: horse(2.0,3.0,4.0,5.0) 1023: horse(3.0,2.0,7.0,6.0) 1024: horse(2.0,3.0,4.0,6.0) 1025: horse(2.0,3.0,3.0,6.0)

Checking input examples:

The sets of positive and negative examples are distinct.
Checking positive examples:

1019: horse(3.0,2.0,7.0,6.0) covered. 1020: horse(2.0,3.0,4.0,8.0) covered. 1021: horse(3.0,5.0,7.0,6.0) covered. 1022: horse(2.0,3.0,4.0,5.0) covered. 1023: horse(3.0,2.0,7.0,6.0) covered. 1024: horse(2.0,3.0,4.0,6.0) covered. 1025: horse(2.0,3.0,3.0,6.0) covered.

The fact horse(3.0,2.0,7.0,6.0) is covered by the theory.

Starting the false proc. algorithm to determine the basis of the unfolding.

Is it ok [horse_step(4.0,4.0)] (y/n) n

Unfolding at the clause instance:

2: horse_step(4.0,4.0):-num(4.0),num(4.0)
- trying resolvent(s): [2-1]
- trying resolvent(s): [2-2]

The result of the unfolding is:

1: horse(A,B,C,D):-E=abs(A-C),F=abs(B-D),horse_step(E,F).
2: horse_step(A,B):-num(A),B=1.0.
3: horse_step(A,B):-num(A),B=2.0.

Checking positive examples:

All positive examples are covered
Checking negative examples:

1021: horse(3.0,5.0,7.0,6.0) covered. 1022: horse(2.0,3.0,4.0,5.0) covered.

The above theory:
covers 6 positive samples from 6 (100.00 percent)  
fails on 5 negative samples from 7 (71.43 percent.)  
The fact horse(3.0,5.0,7.0,6.0) is covered by the theory.

Starting the false proc. algorithm to determine the basis of the unfolding.

Is it ok [horse_step(4.0,1.0)] (y/n) n

Unfolding at the clause instance:  
2: horse_step(4.0,1.0):-num(4.0),1.0=1.0  
   - trying resolvent(s): [2-1]

The result of the unfolding is:  
1: horse(A,B,C,D):-E=abs(A-C),F=abs(B-D),horse_step(E,F)  
2: horse_step(A,B):-A=2.0,B=1.0  
3: horse_step(A,B):-num(A),B=2.0

Checking positive examples:  
All positive examples are covered

Checking negative examples:  
1022: horse(2.0,3.0,4.0,5.0) covered.

The above theory:  
covers 6 positive samples from 6 (100.00 percent) and  
fails on 6 negative samples from 7 (85.71 percent).  
The fact horse(2.0,3.0,4.0,5.0) is covered by the theory.

Starting the false proc. algorithm to determine the basis of the unfolding.  
Is it ok [horse_step(2.0,2.0)] (y/n) n

Unfolding at the clause instance:  
3: horse_step(2.0,2.0):-num(2.0),2.0=2.0  
   - trying resolvent(s): [3-1]

The result of the unfolding is:  
1: horse(A,B,C,D):-E=abs(A-C),F=abs(B-D),horse_step(E,F)  
2: horse_step(A,B):-A=2.0,B=1.0  
3: horse_step(A,B):-A=1.0,B=2.0

Checking positive examples:  
All positive examples are covered

Checking negative examples:  

The above theory:  
covers 6 positive samples from 6 (100.00 percent) and  
fails on 7 negative samples from 7 (100.00 percent).
The final result theory is:

1: horse(A,B,C,D):-E=abs(A-C),F=abs(B-D),horse_step(E,F)
2: horse_step(A,B):-A=2.0,B=1.0
3: horse_step(A,B):-A=1.0,B=2.0

Checking positive examples:
All positive examples are covered.
Checking negative examples:
No negative example is covered

The above theory:
covers 6 positive samples from 6 (100.00 percent) and
fails on 7 negative samples from 7 (100.00 percent).

As we can see the algorithm has learnt the correct theory for horse-jumping.
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