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Abstract. We give a survey of recent asymptotic results in renewal theory. Earlier investigations of renewal sequences, constructed from random walks with multidimensional time, lead to an equivalent definition of the renewal process which, in turn, resulted in other (generalized) renewal functionals. The techniques for dealing with these generalized renewal functionals are purely analytical, and they provide a link between renewal theory and some new developments in the theory of regular variation (of functions).

1. Introduction

Academician Imre Kátaı wrote three papers on renewal theory, i.e. [12-13], joint with J. Galambos, and [11], joint with J. Galambos and K.-H. Indlekofer. The papers deal with the asymptotic behavior of the renewal sequence constructed from a random walk with multidimensional time (precise definitions are given below). Kátaı, as a well-known number theorist, has been attracted by this probabilistic problem, since, in the first place, there
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is a remarkable relationship between renewal theory in multidimensional time and the problem of Dirichlet divisor functions in number theory. Moreover, the precise rate of convergence in certain renewal asymptotics depends on a corresponding one for Dirichlet divisors which, in turn, depends on the Riemann conjecture on the zeta function. This has clearly been understood in those papers, where a "... lack of knowledge in number theory imposes limitations on our (probabilistic) results ..." [11]. Nevertheless a new estimate for Dirichlet divisors in a small growing interval and a deep local central limit theorem allow I. Kátai and his coauthors to obtain in [11] a final (in a certain sense) result on the renewal function.

Below we give a short account of Kátai's results for renewal sequences constructed from random walks with multidimensional time. Then we show how further generalizations of his results give rise to the definition of a new class of (so-called) pseudo-regularly varying (PRV) functions, generalizing the notion of regular variation. Another way, leading to similar classes of functions, is to study the asymptotic behavior of generalized renewal processes. We describe both approaches leading to the PRV functions mentioned before. A comprehensive study of PRV functions and other similar classes is given in [2-5]. A recent survey of analytic properties of these functions can be found in [6]. Some other applications of PRV functions can also be found in [2-6].

The paper is organized as follows. Section 2 contains a brief list of properties of renewal processes in the classical setting. Sections 3 and 4 deal with earlier results on renewal sequences and functions constructed from random walks with multidimensional time. The equivalence between strong limit theorems for random walks and renewal processes is described in Section 5. Generalized renewal processes are treated in Section 6. A link between renewal theory and (extended) regular variation is discussed in Section 7.

2. Some definitions and results of the classical theory for renewal processes

Let us first discuss some classical results for random walks in one-dimensional time and their corresponding renewal processes, renewal functions and renewal sequences (see the definitions below).

Assume $X, \{X_n, n \geq 1\}$ to be independent, identically distributed (i.i.d.) random variables, and put $S_n = \sum_{k=1}^{n} X_k$. The sequence $\{S_n, n \geq 1\}$ is called
a random walk. The renewal (counting) process \( N \) is defined via the random walk as follows:

\[
N(t) = \max\{n : S_n < t\}, \quad t \geq 0.
\]

The process \( \{N_t, \ t \geq 0\} \) is well defined if, for example, the random variables \( X_n \) are nonnegative with probability one and nondegenerate, that is

\[
X \geq 0 \quad \text{a.s. and} \quad P(X = 0) < 1,
\]

where "a.s." stands for "almost surely". In what follows we assume that condition (2.2) holds. Other useful assumptions in renewal theory are the Kolmogorov condition

\[
0 < \mu = EX < \infty,
\]

or the Marcinkiewicz-Zygmund condition

\[
EX^v < \infty.
\]

A special case of the latter condition is \( v = 2 \), i.e.

\[
\sigma^2 = \text{var}[X] < \infty.
\]

Below we list some almost sure properties of the renewal process as \( t \to \infty \). The proofs can be found, e.g. in [14] or elsewhere.

(a) If (2.2) holds, then \( N(t) < \infty \) almost surely for all \( t \geq 0 \);
(b) if (2.2) holds, then \( N(t) \to \infty \) a.s.;
(c) if (2.3) holds, then

\[
N(t) \sim \frac{t}{\mu} \quad \text{a.s.}
\]

(the strong law of large numbers);
(d) if (2.2), (2.3) and (2.4) \((\exists \ 1 \leq v < 2)\) hold, then

\[
N(t) - \frac{t}{\mu} = o\left(t^{1/v}\right) \quad \text{a.s.}
\]

(Marcinkiewicz-Zygmund strong law of large numbers);
(e) if (2.2), (2.3) and (2.5) hold, then

$$\lim_{t \to \infty} \inf \frac{N(t) - \frac{t}{\mu}}{\sqrt{2t \ln \ln t}} = -\frac{\sigma}{\mu^{3/2}} \quad \text{a.s.},$$

$$\lim_{t \to \infty} \sup \frac{N(t) - \frac{t}{\mu}}{\sqrt{2t \ln \ln t}} = \frac{\sigma}{\mu^{3/2}} \quad \text{a.s.}$$

*(law of the iterated logarithm).*

3. Asymptotic behavior of renewal sequences for multidimensional time

**One-dimensional case.** Let $X, \{X_n, n \geq 1\}$ be independent identically distributed random variables, and put $S_n = X_1 + \ldots + X_n, n \geq 1$. The classical renewal theorem by Erdős, Feller and Pollard [8] says that, if $X$ is nonnegative, integer-valued and aperiodic, then

$$u(k) \to \frac{1}{\mu} \quad \text{as} \quad k \to \infty$$

provided $0 < \mu \leq \infty$, where $\mu = EX$ and

$$u(k) \overset{\text{def}}{=} \sum_{n=1}^{\infty} \Pr(S_n = k).$$

The aperiodicity means that $E e^{i\theta X} \neq 1$ for any $\theta \neq 0$. Later Chung and Pollard [7] relaxed the assumption of non-negativity of $X$.

**Multidimensional case.** Let $\mathbb{N}^r$ be the space of vectors $\vec{n} = (n_1, \ldots, n_r)$ with positive integer coordinates $n_1, \ldots, n_r$. The space $\mathbb{N}^r$ is equipped with the partial ordering $\preceq$ acting coordinate wise, that is $\vec{m} \preceq \vec{n}$ if and only if $m_1 \leq n_1, \ldots, m_r \leq n_r$. Further let $X, \{X(\vec{n}), \vec{n} \in \mathbb{N}^r\}$ be a family of independent identically distributed random variables and let $\{S(\vec{n}), \vec{n} \in \mathbb{N}^r\}$ be the collection of their partial sums

$$S(\vec{n}) = \sum_{\vec{k} \leq \vec{n}} X(\vec{k}).$$
In the case of \( r = 2 \), the function

\[
  u_r(t) = \sum_{\mathbf{n} \in \mathbb{N}^r} P(S(\mathbf{n}) = t)
\]

has been considered by Ney and Wainger [25] for integer \( t \) and for integer valued random variables \( X(\mathbf{n}) \). They called \( u_r \) the \textit{renewal sequence constructed by a random walk in multidimensional time}. The name for \( u_r \) is intuitively clear in view of the analogy with the corresponding definition in case of \( r = 1 \), where \( u_1 \equiv u \). The sequence \( u_r \), for \( r = 1 \), has a definite applied meaning, while that for \( r > 1 \) is defined in a purely analytic way. The problem for \( r > 1 \) mimics the one for \( r = 1 \), namely it is to investigate the asymptotic behavior of \( u_r(t) \) as \( t \to \infty \) (\( t \) integer). The difference between the cases \( r = 1 \) and \( r > 1 \) is obvious from the definition, since there is no “renewal” process behind \( u_r \) if \( r > 1 \). This is not the biggest difference, however, from an analytic point of view.

It was realized by Ney and Wainger in [25] that the asymptotic behavior of \( u_r \), for \( r > 1 \), is different from what is seen in the case of \( r = 1 \). For example, \( u_r \) is no longer bounded. It is also mentioned in [25] that the classical method of a difference equation satisfied by \( u(t) \) does not work for \( r > 1 \), since “... there does not appear to be a natural analog of this equation in dimension two, mainly because the lattice points of the plain are not linearly ordered under the natural order”. The same, of course, is true for higher dimensions. Using Tauberian methods in [25], it was nevertheless possible to derive the asymptotics for both \( u_r \) and

\[
  U_r(t) = \sum_{k < t} u_r(k),
\]

for the case of \( r = 2 \), and under some additional conditions (which, later on, turned out to be too restrictive). In case of \( r = 1 \), the function \( U_r \) is the mathematical expectation of the renewal process, while no stochastic interpretation is mentioned by [25] in the case of \( r > 1 \). We state one of the main results of [25] for the sake of completeness.

**Theorem 3.1.** Let \( r = 2 \). If \( E|X|^4 < \infty \) and \( EX = \mu > 0 \), then

\[
  u_r(k) \sim \frac{\log k}{\mu}, \quad k \to \infty.
\]

The proof of (3.3) given in [25] is based on the following relationship:

\[
  u_2(k) = \sum_{n=1}^{\infty} d_2(n) P(S_n = k),
\]
where $d_2(n)$ is the divisor function, i.e. the number of divisors of $n$.

Ney and Wainger [25] were perhaps the first to mention explicitly the relationship between the Dirichlet divisors problem in number theory and limit theorems for multiple sums in probability theory (see [17] for other examples of such relationships). One can even say more, namely that any improvement in the solution of the Dirichlet divisors problem will result in an improvement in the asymptotics of the renewal functions for multiple sums.

The technical tools used in [25] for the proof of (3.4) are a uniform local limit theorem (to obtain an approximation of $P(S_n = k)$ in (3.4)) and the following estimate for the divisor problem:

$$\sum_{n \leq x} d_2(n) = x \ln(x) + (2\gamma - 1)x + o\left(x^{1/3}\right),$$

where $\gamma$ is Euler's constant.

The conditions of [25] are weakened by Maejima and Mori in [24]. Moreover, the case of general $r$ is considered in [24]. It is also true that the conditions of [24] work effectively only for $r = 2, 3$. However, they mention that "... our results might be true for $r \geq 4$ if an order estimate in the divisor problem is improved for such $r$". Note also that the methods of proof in [24] are the same as in [25], except for making use of better (nonuniform) estimates of the rate of convergence in the local central limit theorem, which allow them to relax the conditions of [25]. Below is the main result of [24].

**Theorem 3.2.** Let $E|X|^3 < \infty$ and $r = 2$ or $r = 3$. Then

$$u_r(k) \sim \frac{(\log k)^{r-1}}{(r-1)!\mu}, \quad k \to \infty.$$ (3.5)

Further developments of the topic are due to Galambos and Kátai in [12]-[13]. By a new method of proof, Galambos and Kátai [12] establish the following extension of the result of [24].

**Theorem 3.3.** Let $X$ be integer valued, aperiodic and such $E|X|^3 < \infty$ and $EX = \mu > 0$. For an explicitly given polynomial $P$ of order $r - 1$

$$u_r(k) = P(\ln(k/\mu)) + R_k + O(1),$$

where $R_k \to 0$ for $r = 2$ and 3. Furthermore, for arbitrary $r$,

$$\limsup_{N \to \infty} \frac{1}{N} \sum_{k=N+1}^{2N} |R_k| < \infty.$$
It is mentioned in [12] that, under the assumptions of Theorem 3.3,
\[
\sum_{k>\mu} \frac{1}{k} \left| \frac{u_r(k)}{\mathcal{P}(\ln(k/\mu))} - 1 \right| < \infty.
\]

In what follows we consider renewal sequences \( u_r \) constructed from random walks with different distribution functions. To distinguish between these sequences we use a subscript denoting the underlying distribution function. That is, \( u_{r,F} \) denotes the renewal sequence constructed from a random field of independent identically distributed random variables \( \{X(n)\} \) having a distribution function \( F \), and
\[
u_{r,\Phi}(t) = \sum_{n=1}^{\infty} d_r(n) \varphi_{\mu,n\sigma^2}(k), \quad \varphi_{a,b^2}(x) = \frac{1}{\sqrt{2\pi b^2}} e^{-\frac{(x-a)^2}{2b^2}}.
\]

The relation of \( u_{r,F} \) and \( u_{r,\Phi} \) is made more precise in [13]. As a matter of fact, the following result is proved in [13].

**Theorem 3.4.** Let \( X \) be integer valued, aperiodic, and such that \( EX = \mu = \mu > 0 \). If
\[
\int_{|x| \geq z} x^2 dF(x) = O(z^{-a}), \quad z \to \infty,
\]
for a suitable \( 0 < a < 1 \), then
\[
u_{r,F}(t) = \nu_{r,\Phi}(t) + o(1).
\]

Moreover
\[
u_{r,\Phi}(t) > c_1 (\log k)^{r-1}
\]
for a suitable \( c_1 > 0 \) which may depend on \( r \).

Galambos, Indlekofer and Kátai [11] made a successful attempt to describe the asymptotics of \( u_{r,F} \) via the asymptotics of \( u_{r,\Phi} \), where \( \Phi \) is the standard Gaussian distribution:
\[
u_{r,F}(t) = \nu_{r,\Phi}(t) + o ((\ln t)^{r-1}), \quad t \to \infty
\]
\((t \text{ is integer}).

**Theorem 3.5.** Let \( X \) be integer valued, aperiodic, with finite positive mean \( \mu \) and finite positive variance \( \sigma^2 \). Then (3.6) holds for any fixed \( r \geq 2 \). Consequently,
\[
u_{r,F}(t) \nu_{r,\Phi}(t) \to 1, \quad t \to \infty.
\]
In particular, (3.5) holds for $r = 2$ and $r = 3$.

The idea of approximations in terms of the Gaussian distribution is common in probability theory. In the context of the renewal theorem in multidimensional time, it not only made it possible to relax conditions up to the existence of the second moment of $X(\bar{n})$ but also worked for all $r \geq 1$. It is also worthwhile mentioning that the asymptotics of $u_{r,3}$ still depends on the asymptotics of the remainder term in the Dirichlet divisors problem.

4. Renewal functions and processes for multidimensional time

The results for renewal sequences $u_r$ in multidimensional time can be completed with the corresponding counterparts for renewal functions and processes.

Renewal function in multidimensional time. In contrast to $u_r$, the asymptotic behavior of $U_r$ (see definitions (3.1) and (3.2), respectively) can be evaluated for all $r \geq 1$. Moreover, the conditions for the asymptotics of $U_r$ are weaker than those for $u_r$. For example, it is shown by Klesov in [19] that

$$\lim_{t \to \infty} \frac{U_r(t)}{(\ln t)^{r-1}} = \frac{1}{\mu(r-1)!}$$

(4.1)

provided the first moment exists and is positive. This result can also be derived from general studies on weighted renewal functions (see, e.g. [27]). The direct probabilistic methods developed in [19] allow one to prove the result for all $r \geq 1$ (not only for $r = 2$ or $r = 3$ as in Theorems 3.2 and 3.5 for $u_r$). A sharpening of (4.1) (also proved in [19]) reads as follows.

Theorem 4.1. Let $0 < \mu < \infty$ and

$$t(\log t)^{2(r-1)}P(X \geq t) \to 0, \quad t \to \infty.$$  

(4.2)

Then there is a polynomial $\mathcal{P}$ of degree $r - 1$ such that

$$\lim_{t \to \infty} \left[ \frac{U_r(t)}{t} - \frac{1}{\mu} \mathcal{P}(\ln(t/\mu)) \right] = 0.$$  

(4.3)

For $r = 1$, (4.3) simply coincides with (4.1) called the elementary renewal theorem in this case. For $r > 1$, (4.3) is much more informative than (4.1).
The first term in (4.3) is the same as in the case of \( r = 1 \), however the second one increases to infinity if \( r > 1 \), while it approaches the constant \( 1/\mu \) if \( r = 1 \).

The polynomial \( P \) is strongly related to the polynomial in the decomposition of the number of divisors in the Dirichlet problem. Namely, let

\[
D_r(x) = \sum_{k \leq x} d_r(k).
\]

As is well known (see, for example, [28], p. 263) there is a polynomial \( Q \) of degree \( r - 1 \) such that

\[
D_r(x) = xQ(\ln(x)) + o(x^\rho), \quad x \to \infty,
\]

for some \( 0 < \rho < 1 \). The leading coefficient of \( Q \) is known to be \( \frac{1}{(r - 1)!} \).

The coefficients of \( Q \) can explicitly be evaluated from the Laurent series of the Riemann zeta function at \( z = 1 \) (see [23]). If \( a_0, \ldots, a_{r-1} \) are the coefficients of \( Q \) and \( b_0, \ldots, b_{r-1} \) are the coefficients of \( P \), then

\[ b_m = \frac{(-1)^m}{m!} \sum_{0 \leq i \leq r-1} (-1)^i i! a_i, \quad 0 \leq m \leq r - 1. \]

Since \( b_{r-1} = a_{r-1} \), we obviously have \( b_{r-1} = \frac{1}{(r - 1)!} \) and thus (4.3) implies (4.1). Condition (4.2) is much weaker than the existence of the second moment. Moreover, the latter condition is even weaker that the main assumption (2.3) in the case of \( r = 1 \).

The approach of [19] differs from those in the preceding papers dealing with multidimensional time. It is based on a direct application of probabilistic methods that allow to reduce the problem for the renewal function to a study of the law of large numbers for the original sums \( S(\tilde{n}) \).

A closely related problem is considered by Klesov and Steinebach in [22]. Namely, let \( D \) be a domain in \( \mathbb{N}^r \) and

\[
U_D(t) = \sum_{\tilde{n} \in D} P(S(\tilde{n}) < t).
\]

To relate the new notation with the old one we note that \( U_r = U_{\mathbb{N}^r} \). The renewal function \( U_D \) is defined with respect to a random walk whose multidimensional time is restricted to the domain \( D \). Put

\[
A_D(t) = \text{card}\{\tilde{n} \in D : |\tilde{n}| \leq t\}.
\]
Then under appropriate conditions on $X(n)$ and on the function $A$

\[ (4.6) \quad \lim_{t \to \infty} \frac{U_D(t)}{A_D(t/\mu)} = 1. \]

The proof in [22] is completely "probabilistic" in the sense that (4.6) is derived from the law of large numbers for sums $S(n)$ (similarly to [19]). Conditions posed on $A$ are discussed below.

**Renewal process in multidimensional time.** Up to now we were talking about the renewal function $U_r$ and its density $u_r$. Nothing has been said about the renewal process itself. The reason is that relation (2.1) is meaningless for $r > 1$, since the set $\mathbb{N}^r$ is not linearly ordered, and thus the definition of the renewal process is not straightforward if $r > 1$. Another representation of the renewal process $N$ via the sum of indicator functions (easily obtained for the case of $r = 1$) serves as the definition for an arbitrary $r \geq 1$:

\[ N_r(t) = \text{card}\{n : S(n) < t\} = \sum_{\bar{n} \in \mathbb{N}^r} \mathbb{1}_{S(n) < t}. \]

The asymptotics of $N_r$ defined in this way is studied by Klesov and Steinebach in [21]. Again the proof in [21] is based on the idea of reducing the problem to known results in probability theory, namely to the strong law of large numbers for multiple sums. An expansion like (4.3) is also obtained in [21], however it holds for $r = 2$ and $r = 3$, while, for $r > 3$, it holds only under a (yet unproved) conjecture on the underlying rate of approximation in the Dirichlet divisors problem. However, a "rough" asymptotics of $N_r$ is available for all $r$.

**Theorem 4.2.** Let $0 < \mu < \infty$ and

\[ \mathbb{E}X \left( \ln^+ X \right)^{r-1} < \infty. \]

Then

\[ \lim_{t \to \infty} \frac{N_r(t)}{t (\ln(t))^{r-1}} = \frac{1}{\mu(r-1)!} \quad \text{a.s.} \]

Just for the sake of completeness we state below a particular case of the result of [21], for $r = 2$, where the conjecture mentioned above is known to be true.

**Theorem 4.3.** Let $r = 2$. Assume that $0 < \mu < \infty$ and

\[ \mathbb{E}X^v \left( \ln^+ X \right)^{r-1} < \infty \quad \text{for some} \quad 1 \leq v < 2. \]
Then
\[ \lim_{t \to \infty} \frac{1}{t^{1/v}} \left[ \frac{N_r(t)}{\ln(t)} - \frac{t}{\mu} - \left( 2\gamma - 1 + \frac{\ln(\mu)}{\mu} \right) \frac{t}{\ln(t)} \right] = 0 \quad a.s. \]

The case of \( r = 1 \) in Theorem (4.3) is contained in (2.7). A similar result holds for all \( r \geq 1 \). The difference between \( r \leq 3 \) and \( r > 3 \) is that not all \( 1 \leq v < 2 \) are allowed in the latter case. What can be said is that there exists a \( v_0 \leq 2 \) such that, if \( 1 \leq v < v_0 \) and the assumptions of Theorem 4.3 hold, then
\[ \lim_{t \to \infty} \frac{1}{t^{1/v}} \left[ \frac{N_r(t)}{\ln(t)} - \frac{t}{\mu} \mathcal{P}(\ln(t/\mu)) \right] = 0 \quad a.s. \]
for some polynomial \( \mathcal{P} \) of degree \( r - 1 \).

**Restricted domain.** Let \( D \subseteq \mathbb{N}^r \) and put
\[ (4.7) \quad N_D(t) = \text{card}\{ \vec{n} \in D : S(\vec{n}) < t \} = \sum_{\vec{n} \in D} \mathbb{I}\{S(\vec{n}) < t\}. \]

Since there will be no confusion in notation we will omit the subscript \( D \) and write \( N(t) \) rather than \( N_D(t) \). The result below is due to Indlekofer and Klesov [18]. It holds for all \( r \geq 1 \) and all domains \( D \) for which the function \( A_D \) defined by (4.5) is pseudo regularly varying (see the defining property (4.9) below). The subscript \( D \) is also omitted for the function \( A \).

**Theorem 4.4.** Assume that \( X, \{X(\vec{n}), \ \vec{n} \in \mathbb{N}^r\} \) are nonnegative independent identically distributed random variables such that condition (2.3) holds together with
\[ (4.8) \quad \mathbb{E} X (\ln^+ X)^{r-1} < \infty. \]

Let \( D \subseteq \mathbb{N}^r \) be an infinite domain of \( \mathbb{N}^r \) for which
\[ (4.9) \quad \lim_{c \downarrow 1} \limsup_{t \to \infty} \frac{A(ct)}{A(t)} = 1, \]
where the function \( A \) is defined by (4.5) (we omit the subscript \( D \)). Then
\[ \lim_{t \to \infty} \frac{N(t)}{A(t/\mu)} = 1 \quad a.s., \]
where the process \( N \) is defined by (4.7) (we omit the subscript \( D \)).
For $D = \mathbb{N}^r$, Theorem 4.4 reduces to Theorem 4.2, since

$$A(t) \sim \frac{1}{(r-1)!} t (\ln t)^{r-1}, \quad t \to \infty,$$

(see (4.4)). The latter is a rough estimate in the Dirichlet divisors problem. Indeed, in this case, $A(t)$ represents the number of solutions (in $\mathbb{N}^r$) of the inequality $|\vec{n}| \leq t$. Several proofs of these results are known in the literature; an elementary proof is given in [22].

5. Equivalences in renewal theorems

Two branches of probability theory, namely random walks and renewal processes, were often developing independently of each other, although many results look very similar in both fields. In this section, we collect some of the equivalences between laws of large numbers and laws of the iterated logarithm for random walks and renewal processes obtained by Gut et al. in [15].

Renewal processes with linear drift. This case relies on condition (2.2). With $EX = \mu$ we get $ES_n = n \mu$. The latter property is one of the reasons for the notion “linear drift” in this case. Another explanation comes from the strong law of large numbers in (2.6).

It turns out that the sufficient moment conditions in (a)-(e) are, in fact, also necessary. This has been obtained in [15] by showing that these strong limit theorems hold simultaneously for both processes $\{S_n, n \geq 1\}$ and $\{N_t, t \geq 0\}$. So, necessary and sufficient moment conditions, which are well-known for $\{S_n, n \geq 1\}$, carry over to the renewal process $\{N_t, t \geq 0\}$, too. The results essentially follow from the fact that the two processes are inverses of each other. Hence it is natural to expect that strong (or weak) laws should hold simultaneously, and that even their normalizations should be inverses of each other. The latter idea has been extensively exploited in the monograph by [14]. An inspection of the proofs in [15] actually shows that the results, in fact, hold simultaneously for arbitrary positive summands and for (almost) arbitrary nonnegative summands. Earlier references developing this technique are e.g. [29], who proved invariance equivalences for the LIL for processes and their inverses, and [16] who derived functional central limit theorem equivalences for renewal processes.

**Theorem 5.1.** (SLLN) [15] The following statements are equivalent:
\[
\lim_{t \to \infty} \frac{N(t)}{t} = a \quad \text{a.s.} \quad (\exists \ 0 < a < \infty);
\]
\[
\lim_{n \to \infty} \frac{S(n)}{n} = \frac{1}{a} \quad \text{a.s.} \quad (\exists \ 0 < a < \infty);
\]
\[
\mathbb{E}X = \frac{1}{a} \quad (\exists \ 0 < a < \infty).
\]

In order to prove equivalence of the first two assertions of Theorem 5.1 the assumptions on the independence and identical distribution are not necessary. Moreover, the only assumption needed is that

\[(5.1) \quad \lim_{n \to \infty} \frac{R_n}{n} = 0 \quad \text{a.s.,}
\]

together with \(N(t) \to \infty\) a.s. \((t \to \infty)\) and \(S_n \to +\infty\) a.s. \((n \to \infty)\), where

\[
R_n = \begin{cases} 
\max\{k : X_{n+1} = \cdots = X_{n+k}\}, & \text{if } X_{n+1} = 0, \\
0, & \text{if } X_{n+1} > 0.
\end{cases}
\]

In the case of independent identically distributed random variables condition (5.1) is easily checked.

Moreover, if, in particular, the \(X_n\)'s are strictly positive, then we actually have the following, more general results.

**Theorem 5.2.** Let \(\{X_n\}\) be arbitrary strictly positive random variables. The following statements are equivalent:

\[
\lim_{t \to \infty} \frac{N(t)}{t} = a \quad \text{a.s.} \quad (\exists \ 0 < a < \infty);
\]
\[
\lim_{n \to \infty} \frac{S(n)}{n} = \frac{1}{a} \quad \text{a.s.} \quad (\exists \ 0 < a < \infty).
\]

The assumption of positivity can be relaxed.

**Theorem 5.3.** If \(\{X_n\}\) are arbitrary nonnegative random variables such that (5.1) holds, then the following statements are equivalent:

\[
\lim_{t \to \infty} \frac{N(t)}{t} = a \quad \text{a.s.} \quad (\exists \ 0 < a < \infty);
\]
\[
\lim_{n \to \infty} \frac{S(n)}{n} = \frac{1}{a} \quad \text{a.s.} \quad (\exists \ 0 < a < \infty).
\]
There is also equivalence of the rate of convergences.

**Theorem 5.4.** (Marcinkiewicz–Zygmund SLLN) Let $1 \leq v < 2$. The following statements are equivalent:

\[
\lim_{t \to \infty} \frac{N(t) - ta}{t^{1/v}} = 0 \quad \text{a.s.} \quad (\exists \ 0 < a < \infty);
\]

\[
\lim_{n \to \infty} \frac{S(n) - n^{1/a}}{n^{1/v}} = 0 \quad \text{a.s.} \quad (\exists \ 0 < a < \infty);
\]

\[
\text{EX} = \frac{1}{a}, \quad \text{EX}^r < \infty \quad (\exists \ 0 < a < \infty).
\]

Furthermore, laws of the iterated logarithm for random walks and renewal processes are also equivalent.

**Theorem 5.5.** (One-sided LIL) The following statements are equivalent:

\[
\limsup_{t \to \infty} \frac{N(t) - ta}{\sqrt{2t \log \log t}} = b \quad \text{a.s.} \quad (\exists \ 0 < a, b < \infty);
\]

\[
\liminf_{n \to \infty} \frac{S_n - n^{1/a}}{\sqrt{2n \log \log n}} = -\frac{b}{a^{3/2}} \quad \text{a.s.} \quad (\exists \ 0 < a, b < \infty);
\]

\[
\text{EX} = \frac{1}{a}, \quad \text{var}[X] = \frac{b^2}{a^3} \quad (\exists \ 0 < a, b < \infty);
\]

\[
\liminf_{t \to \infty} \frac{N(t) - ta}{\sqrt{2t \log \log t}} = -b \quad \text{a.s.} \quad (\exists \ 0 < a, b < \infty);
\]

\[
\limsup_{n \to \infty} \frac{S_n - n^{1/a}}{\sqrt{2n \log \log n}} = \frac{b}{a^{3/2}} \quad \text{a.s.} \quad (\exists \ 0 < a, b < \infty).
\]

**Remark 5.1.** By combining the statements of Theorem 5.5, it is obvious that the following “two-sided” versions are also equivalent:

\[
\limsup_{t \to \infty} \frac{|N(t) - ta|}{\sqrt{2t \log \log t}} = b \quad \text{a.s.} \quad (\exists \ 0 < a, b < \infty);
\]

\[
\limsup_{n \to \infty} \frac{|S_n - n^{1/a}|}{\sqrt{2n \log \log n}} = \frac{b}{a^{3/2}} \quad \text{a.s.} \quad (\exists \ 0 < a, b < \infty).
\]

**Renewal processes without linear drift.** The equivalence statements concerning the SLLN, in fact, carry over to the case of infinite expectation.
EX = +∞. Marcinkiewicz-Zygmund and LIL type strong limit theorems, however, turn out to be entirely different here.

**Theorem 5.6.** The following statements are equivalent:

\[
\lim_{t \to \infty} \frac{N(t)}{t} = 0 \quad \text{a.s.,}
\]

\[
\lim_{n \to \infty} \frac{S_n}{n} = +\infty \quad \text{a.s.},
\]

EX = +∞.

**Theorem 5.7.** Let \( v \geq 1 \). The following statements are equivalent:

\[
\lim_{t \to \infty} \frac{N(t)}{t^{1/v}} = 0 \quad \text{a.s.,}
\]

\[
\lim_{n \to \infty} \frac{S_n}{n^v} = +\infty \quad \text{a.s.,}
\]

\[
\int_1^\infty \frac{1}{t} \Pr(N(t) \geq ct^{1/v}) \, dt < \infty \quad (\forall \, 0 < c < \infty);
\]

\[
\sum_{n=1}^\infty \frac{1}{n} \Pr(S_n \leq cn^v) < \infty \quad (\forall \, 0 < c < \infty).
\]

**Remark 5.2.** If one of the conditions of Theorem 5.7 is satisfied (and, hence, all of them), then \( EX^{1/v} = +\infty \), but, in general, the converse does not hold for \( v > 1 \).

**Theorem 5.8.** The following statements are equivalent:

\[(6a) \quad \limsup_{t \to \infty} \frac{N(t)}{\sqrt{t \log \log t}} = b_1 \quad \text{a.s.} \quad (\exists \, 0 \leq b_1 < \infty);\]

\[(6b) \quad \liminf_{n \to \infty} \frac{S_n \log \log S_n}{n^2} = \frac{1}{b_1^2} \quad \text{a.s.} \quad (\exists \, 0 \leq b_1 < \infty);\]

\[(6c) \quad \int_1^\infty \frac{1}{t} \Pr(N(t) \geq c\sqrt{t \log \log t}) \, dt < \infty \quad (\exists \, 0 < c < \infty);\]
\((6d)\) \[
\sum_{n=9}^{\infty} \frac{1}{n} \mathbb{P} \left( S_n \leq c \frac{n^2}{\log \log n} \right) < \infty \quad (\exists 0 < c < \infty).
\]

**Remark 5.3.** a) If one of the conditions of Theorem 5.8 is satisfied (and, hence, all of them), then \(E\sqrt{X \log^+ \log^+ X} = +\infty\) but, in general, the converse does not hold.

b) The constant \(b_1\) is determined as follows: \(b_1 = c_1^{-1/2}\), where

\(c_1 = \sup \{0 < c < \infty : (6d)\text{holds}\}\).

c) Note that, in case \(b_1 = 0\), the equivalence of \((6a)\) and \((6b)\) means that

\[\lim_{t \to \infty} \frac{N(t)}{\sqrt{t \log \log t}} = 0 \quad \text{a.s.} \quad \text{iff} \quad \lim_{n \to \infty} \frac{S_n \log \log S_n}{n^2} = \infty \quad \text{a.s.}\]

**Theorem 5.9.** The following statements are equivalent:

\((7a)\) \[
\liminf_{t \to \infty} \frac{N(t)}{\sqrt{t \log \log t}} = b_0 \quad \text{a.s.} \quad (\exists 0 < b_0 \leq \infty);
\]

\((7b)\) \[
\limsup_{n \to \infty} \frac{S_n \log \log S_n}{n^2} = \frac{1}{b_0^2} \quad \text{a.s.} \quad (\exists 0 < b_0 \leq \infty);
\]

\((7c)\) \[
E\sqrt{X \log^+ \log^+ X} < \infty.
\]

**Remark 5.4.** In fact, if one of the conditions of Theorem 5.9 is satisfied (and, hence, all of them), then necessarily \(b_0 = +\infty\) in the statements \((7a)\) and \((7b)\), where \(1/\infty = 0\). This is an immediate consequence of Feller’s (1946) strong law of large numbers. Moreover, \(\liminf\) and \(\limsup\) in \((7a)\) and \((7b)\), respectively, turn into \(\lim\)’s again.

**Remark 5.5.** The proofs of Theorems 5.1-5.9 make use of some classical results for partial sums. For some recent equivalence statements in the general case confer also [9].
6. Generalized renewal processes

A possible interpretation of the sequence \( \{X_n, n \geq 1\} \) is that \( X_n \) represents the time between the \((n - 1)\)-th and \(n\)-th replacement (renewal) of (say) a machine part, so that \( N(t) \) counts the number of replacements (renewals) up to time \( t \).

In Section 5 we discussed limit theorems for the counting process \( \{N(t), t \geq 0\} \). It turned out they are consequences of their corresponding counterparts for the underlying random walk via the following “duality”:

\begin{equation}
\{N(t) = n\} \iff \{S_n < t, S_{n+1} \geq t\} \text{ for all } t \geq 0 \text{ and } n \in \mathbb{N}_0.
\end{equation}

This method works perfectly under condition (2.2). Much less is known about renewal processes for which either identical distribution, or independence, or nonnegativity, or all of these assumptions are dropped. Note also that certain regularity assumptions are sometimes crucial for the applicability of a duality argument. There are situations in which a limit theorem for the renewal process is almost immediate from its partial sum counterpart. But there are other cases where the desired inversion requires more sophisticated techniques. Finally, there are also examples in which a duality argument does not work at all because either the partial sum sequence satisfies a certain limit theorem, but not so its corresponding renewal process, or vice versa.

Assuming that \( S_{n+1} \sim S_n \), condition (6.1) can be rewritten in a nonrigorous way as \( S(N(t)) \approx t \), where \( S(x) = S_x \) for integer \( x \). This observation suggests that \( S \) and \( N \) are perhaps “close” to be “inverses” to each other. Two questions arise:

(i) What is a rigorous explanation of the word “inverses” above?

(ii) What means “close”?

Some steps toward answering these questions are made by Klesov et al. in [20], where a general approach to deriving limit theorems for “renewal processes” from their corresponding counterparts for the underlying “partial sum sequence” is developed. In this section, we collect some results obtained in [20].

In order to avoid confusion with the independent identically distributed case, we change notation from now on and let \( \{Z_n, n \geq 0\} \) be a general sequence of real-valued random variables. We then define a general renewal process \( \{N(t), t \geq 0\} \) pointwise as

\begin{equation}
N(t) = \sum_{n=1}^{\infty} \mathbb{I}\{Z_n \leq t\}, \quad t \geq 0.
\end{equation}
In case of $Z_n \to \infty$ a.s., as $n \to \infty$, $N(t)$ is finite a.s. for every $t \geq 0$, since only a finite number of summands in (6.2) is nonzero. Along with $\{N(t), t \geq 0\}$ we introduce two other general renewal processes, that is

$$M(t) = \sup \{n \geq 0 : \max(Z_0, Z_1, \ldots, Z_n) \leq t\} = \sum_{n=1}^{\infty} I\{\max(Z_0, Z_1, \ldots, Z_n) \leq t\}, \quad t \geq 0,$$

(6.3)

sup $\emptyset = 0$, i.e. $M(t) + 1$ is the first-passage time of the sequence $\{Z_n, n \geq 0\}$ from the set $(-\infty, t]$, and

$$L(t) = \sup\{n \geq 0 : Z_n \leq t\} = \sum_{n=1}^{\infty} I\{\inf(Z_n, Z_{n+1}, \ldots) \leq t\}, \quad t \geq 0,$$

(6.4)

i.e. $L(t) + 1$ is the last-exit time of $\{Z_n, n \geq 0\}$ from $(-\infty, t]$. Similar to $N(t)$, also $M(t)$ and $L(t)$ are both finite a.s. for every $t \geq 0$, provided $Z_n \to \infty$ a.s.

Formally speaking, both $\{M(t)\}$ and $\{L(t)\}$ are particular cases of $\{N(t)\}$ with $Z_n$ replaced by $\max(Z_0, Z_1, \ldots, Z_n)$ and $\inf(Z_n, Z_{n+1}, \ldots)$, respectively. Moreover,

$$M(t) \leq N(t) \leq L(t).$$

Note also the following inequalities being true for finite $M(t)$ and $L(t)$, respectively:

$$Z_{M(t)} \leq t < Z_{M(t)+1},$$

$$Z_{L(t)} \leq t < Z_{L(t)+1}.$$

(6.5)

(6.6)

**Remark 6.1.** If $0 = Z_0 \leq Z_1 \leq Z_2 \leq \cdots$, obviously

$$M(t) = N(t) = L(t).$$

But if (say) $Z_n > Z_{n+1}$ for some $n$, then for $Z_{n+1} \leq t < Z_n$,

$$I\{\max(Z_0, Z_1, \ldots, Z_{n+1}) \leq t\} = 0, \quad I\{Z_{n+1} \leq t\} = 1,$$

where $I\{A\}$ is the indicator of a random event $A$. Therefore $M(t) < N(t)$, and also

$$I\{Z_n \leq t\} = 0, \quad I\{\inf(Z_n, Z_{n+1}, \ldots) \leq t\} = 1,$$

so $N(t) < L(t)$. 
Strong laws of large numbers. Assuming a strong law of large numbers for \( \{Z_n, n \geq 0\} \), corresponding results for the general renewal processes are immediate from the inequalities (6.5) and (6.6) if the normalizing sequence satisfies certain regularity condition.

**Theorem 6.1.** Assume

\[
(6.7) \quad \frac{Z_n}{a_n} \to 1 \quad a.s.,
\]

where \( \{a_n, n \geq 1\} \) is a nonrandom sequence such that \( a_n \to \infty \) as \( n \to \infty \) and

\[
(6.8) \quad \frac{a_{n+1}}{a_n} \to 1.
\]

Then, as \( t \to \infty \),

\[
\frac{a_{M(t)}}{t} \to 1 \quad a.s.,
\]
\[
\frac{a_{L(t)}}{t} \to 1 \quad a.s.
\]

Moreover, if \( \{a_n, n \geq 1\} \) is nondecreasing, also

\[
\frac{a_{N(t)}}{t} \to 1 \quad a.s.
\]

Introducing some more notation we obtain the strong laws of large numbers for the renewal processes. If \( \{a_n, n \geq 0\} \) is strictly increasing, let \( \{a(t) : t \geq 0\} \) be an extension of it, i.e. \( a(n) = a_n \) for all \( n = 0, 1, 2, \ldots \), such that

\[
(6.9) \quad a(\cdot) \text{ is continuous and strictly increasing with } a(t) \to \infty, \quad t \to \infty.
\]

Define the generalized inverse function

\[
a^{-1}(u) = \inf\{t : a(t) = u\}, \quad u > u_0 = a_0.
\]

Obviously \( a^{-1}(\cdot) \) is also continuous and strictly increasing, with \( a^{-1}u \to \infty \) as \( u \to \infty \).

Assume

\[
(6.10) \quad \lim_{\epsilon \downarrow 0} \limsup_{t \to \infty} \left| \frac{a^{-1}((1 \pm \epsilon)t)}{a^{-1}(t)} - 1 \right| = 0.
\]

Then, the following strong laws hold true:
Corollary 6.1. Assume (6.7) and (6.8), (6.9), (6.10). Then, as $t \to \infty$,

\begin{align*}
(6.11) \quad \frac{M(t)}{a^{-1}(t)} & \to 1 \quad \text{a.s.,} \\
(6.12) \quad \frac{L(t)}{a^{-1}(t)} & \to 1 \quad \text{a.s.,} \\
(6.13) \quad \frac{N(t)}{a^{-1}(t)} & \to 1 \quad \text{a.s.}
\end{align*}

Remark 6.2. Condition (6.10) can be rewritten in several equivalent forms. Denote $a^{-1}$ by $f$. In terms of $f$, (6.10) is rewritten as follows

\begin{equation}
(6.14) \quad \lim_{c \to 1} \limsup_{t \to \infty} \left| \frac{f(ct)}{f(t)} - 1 \right| = 0.
\end{equation}

In turn, (6.14) is equivalent to

\begin{align*}
(6.15) \quad & \lim_{c \uparrow 1} f^*(c) = 1, \\
(6.16) \quad & \lim_{c \downarrow 1} f_*(c) = 1,
\end{align*}

where

\[ f^*(c) = \limsup_{t \to \infty} \frac{f(ct)}{f(t)}, \quad f_*(c) = \liminf_{t \to \infty} \frac{f(ct)}{f(t)}. \]

Other sets of conditions, equivalent to (6.14), are

\[ \lim_{c \uparrow 1} f^*(c) = \lim_{c \downarrow 1} f_*(c) = 1, \]

and

\[ \lim_{c \uparrow 1} f^*(c) = \lim_{c \downarrow 1} f_*(c) = 1 \]

(see [1]). If one assumes that $f$ is nondecreasing, then conditions (6.15) and (6.16) become equivalent and each of them is equivalent to (6.14).

Example 6.1. Any regularly varying function $a$ of positive index satisfies condition (6.10). Any quickly growing function, like $a(t) = e^t$ also satisfies (6.10). A less trivial example of a function $f$ satisfying (6.14) is given by

\[ f(t) = \begin{cases} 
0, & t = 0, \\
 t^{\alpha} e^{\sin(\ln(t))}, & t > 0.
\end{cases} \]
Note that $f$ is not regularly varying for $\alpha > 0$, however $f$ is increasing, unbounded, and continuous if $\alpha \geq 1$. On the other hand, $f$ is not monotone if $0 < \alpha < 1$, although it is still continuous and unbounded in this case.

So, the growth condition (6.10) on the normalizing sequence $\{a_n, n \geq 1\}$ is crucial for deriving the strong laws of Corollary 6.1 from their counterparts in Theorem 6.1. Yet, this condition can be avoided, and thus the regularity assumptions can be weakened, by applying a totally different technique of proof. Such a method was introduced in [21] for the case of renewal processes constructed from random walks with multidimensional time.

**Theorem 6.2.** Assume (6.7), (6.9) and (6.10). Then, as $t \to \infty$, assertions (6.11)-(6.13) retain.

**Remark 6.3.** Unfortunately, there are also situations in which the inversion techniques applied in Theorems 6.1-6.2 and Corollary 6.1 cannot work at all. Consider, for instance, a max-scheme of independent identically distributed random variables $X$, $\{X_n, n \geq 1\}$ with distribution function $F(t) = P(X \leq t)$, $t \in \mathbb{R}$. For $Z_n = \max(X_1, \ldots, X_n)$, $n \geq 1$, $Z_0 = 0$, the corresponding renewal processes $\{M_t, t \geq 0\}$, $\{N_t, t \geq 0\}$ and $\{L_t, t \geq 0\}$ coincide. Moreover, for any $t \geq 0$, $N(t)$ has a geometric distribution, i.e.

$$
P(N(t) = n) = P(\max(X_1, \ldots, X_n) \leq t, X_{n+1} > t) = F^n(t)(1 - F(t)),
$$

$$
P(N(t) \geq n) = F^n(t), \quad n = 0, 1, \ldots.
$$

So, if $F(t) < 1$ for all $t \geq 0$, then for all fixed $x \geq 0$

$$
P(N(t) > x/(1 - F(t))) = P(N(t) \geq \lceil x/(1 - F(t)) \rceil + 1) =
$$

$$
= \exp\left\{x(\log F(t))/(1 - F(t)) + O(1) \log F(t)\right\}.
$$

Since $\log(1 - x)/x \to -1$, as $x \to 0$, the right-hand side tends to $\exp\{-x\}$ as $t \to \infty$. Hence

$$
N(t)(1 - F(t)) \overset{\text{w}}{\to} E, \quad t \to \infty,
$$

where $E$ has an exponential Exp(1)-distribution. In view of this fact it is impossible that

$$
\frac{N(t)}{b(t)} \to 1 \quad \text{a.s.}, \quad t \to \infty,
$$

for any (nonrandom) normalizing family $\{b(t), t > 0\}$. Because otherwise, for each $\varepsilon > 0$,

$$
P(N(t) > (1 + \varepsilon)b(t)) \to 0, \quad t \to \infty,
$$
which requires \( b(t)(1 - F(t)) \to \infty, \ t \to \infty \), by the consideration above. This, however, in turn implies

\[
P(N(t) \leq (1 - \varepsilon)b(t)) \to 1, \quad t \to \infty,
\]

so that not even a weak law of large numbers applies to \( \{N_t, \ t \geq 0\} \).

Nevertheless, the underlying “renewal sequence” \( \{Z_n, \ n \geq 1\} \) may satisfy a strong law of large numbers. For example, in case of an \( \text{Exp}(1) \)-distribution, i.e. \( F(t) = 1 - e^{-t} \) for \( t \geq 0 \), and \( F(t) = 0 \) otherwise, it is well-known (cf. [10]) that

\[
\frac{Z_n}{\log n} = \frac{\max(X_1, \ldots, X_n)}{\log n} \to 1 \quad \text{a.s.,} \quad n \to \infty.
\]

Note that, in the latter case, all assumptions of Theorems 6.1-6.2 and Corollary 6.1 are fulfilled with \( a_n = \log n, a(t) = \log t, a^{-1}(t) = e^t \), with the exception of (6.10). So, the latter condition cannot be dropped in general.

Another example would be \( F(t) = \Phi(t), \ t \in \mathbb{R} \), a standard normal distribution function, in which case

\[
\frac{Z_n}{\sqrt{2\log n}} = \frac{\max(X_1, \ldots, X_n)}{\sqrt{2\log n}} \to 1 \quad \text{a.s.,} \quad n \to \infty,
\]

(cf. [10]). Here \( a^{-1}(t) = \exp\{t^2/2\} \) also violates assumption (6.10).

So, there are (renewal) sequences \( \{Z_n, \ n \geq 0\} \) satisfying a SLLN for which their corresponding renewal processes \( \{N_t, \ t \geq 0\}, \{M_t, \ t \geq 0\} \) and \( \{L_t, \ t \geq 0\} \) do not possess any (nondegenerate) strong limiting behavior.

**Remark 6.4.** Just for the sake of completeness we should like to mention that there are also cases in which the renewal process satisfies a SLLN, but not so its sequence of renewal times. Consider, for example, a nonhomogeneous Poisson process \( \{N_t, \ t \geq 0\} \) with cumulative intensity function \( \{\lambda_t, \ t \geq 0\} \), i.e. \( \lambda(t) = EN(t), \ t \geq 0 \). If e.g. \( \lambda(t) \) is continuous and strictly increasing to infinity, it is well-known that

\[
\{N_t, \ t \geq 0\} \overset{d}{=} \{\tilde{N}(\lambda(t)), \ t \geq 0\},
\]

where \( \{\tilde{N}_t, \ t \geq 0\} \) is a homogeneous Poisson process with renewal times \( \tilde{S}_0 = 0, \ \tilde{S}_n = X_1 + \ldots + X_n, \ n \geq 1 \), based on a sequence \( \{X_n, \ n \geq 1\} \) of independent identically distributed \( \text{Exp}(1) \)-random variables.

Choose

\[
\lambda(t) = \begin{cases} 
\log t, & t \geq e, \\
\frac{t}{e}, & 0 \leq t \leq e.
\end{cases}
\]
Then, from the SLLN for \( \{ \tilde{N}(t), \ t \geq 0 \} \), as \( t \to \infty \),

\[
\frac{N(t)}{\log t} = \frac{\tilde{N}(\log t)}{\log t} \to 1 \quad \text{a.s.}
\]

But, since \( Z_n = \exp(\tilde{S}_n) \) are the renewal times of \( \{ N(t), \ t \geq 0 \} \), it holds, in view of the LIL for the partial sums \( \{ \tilde{S}_n, \ n \geq 1 \} \), that

\[
\frac{Z_n}{\exp n} = \exp \left\{ \tilde{S}_n - n \right\}
\]

oscillates between 0 and \(+\infty\) a.s., as \( n \to \infty \).

**Convergence rate results.** It may also be interesting to collect general conditions under which convergence rate statements hold for the laws of large numbers in Theorems 6.1-6.2 and Corollary 6.1.

**Theorem 6.3.** Assume that, as \( n \to \infty \),

\[
\frac{Z_n - a_n}{b_n} \to 0 \quad \text{a.s.,}
\]

where

\[
a_n \to \infty, \quad \text{but} \quad a_n - a_{n-1} = o(b_n),
\]

\[
0 < b_n \to \infty, \quad \text{but} \quad b_n = o(a_n),
\]

\[
\frac{b_{n+1}}{b_n} = O(1).
\]

Then, as \( t \to \infty \),

\[
\frac{a_{M(t)} - t}{b_{M(t)}} \to 0 \quad \text{a.s.,}
\]

\[
\frac{a_{L(t)} - t}{b_{L(t)}} \to 0 \quad \text{a.s.}
\]

Moreover, if \( \{ a_n \} \) is nondecreasing, then

\[
\frac{a_{N(t)} - t}{\max(b_{M(t)}, b_{L(t)})} \to 0 \quad \text{a.s.}
\]
Now assume that $a(\cdot)$ has a continuous derivative $a'(\cdot)$ on $(t_0, \infty)$ satisfying

\begin{equation}
(6.24) \quad a'(t) \asymp a'(s) \quad \text{if} \quad t \asymp s,
\end{equation}

i.e. $|a'(t)/a'(s)|$ is bounded away from 0 and $\infty$, if $|t/s|$ is bounded away from 0 and $\infty$, as $t, s \to \infty$. Moreover, let $\{b_t, \ t \geq 0\}$ be an extension of $\{b_n\}$ such that

\begin{equation}
(6.25) \quad b(t) \asymp b(s) \quad \text{if} \quad t \asymp s.
\end{equation}

**Corollary 6.2.** Assume (6.17) together with (6.9), (6.10), (6.18), (6.19), (6.24) and (6.25). Then, as $t \to \infty$,

\begin{equation}
(6.26) \quad \frac{a'(a^{-1}(t))}{b(a^{-1}(t))} (M(t) - a^{-1}(t)) \to 0 \quad \text{a.s.},
\end{equation}

\begin{equation}
(6.27) \quad \frac{a'(a^{-1}(t))}{b(a^{-1}(t))} (N(t) - a^{-1}(t)) \to 0 \quad \text{a.s.},
\end{equation}

\begin{equation}
(6.28) \quad \frac{a'(a^{-1}(t))}{b(a^{-1}(t))} (L(t) - a^{-1}(t)) \to 0 \quad \text{a.s.}
\end{equation}

**Corollary 6.3.** Assume that, for some $a > 0$ and $r > 1$, as $n \to \infty$,

\begin{equation}
(6.29) \quad \frac{Z_n - na}{n^{1/r}} \to 0 \quad \text{a.s.}
\end{equation}

Then, as $t \to \infty$,

\begin{equation}
(6.30) \quad \frac{M(t) - t/a}{t^{1/r}} \to 0 \quad \text{a.s.},
\end{equation}

\begin{equation}
(6.31) \quad \frac{N(t) - t/a}{t^{1/r}} \to 0 \quad \text{a.s.},
\end{equation}

\begin{equation}
(6.32) \quad \frac{L(t) - t/a}{t^{1/r}} \to 0 \quad \text{a.s.}
\end{equation}
Similar to Theorem 6.2 the regularity assumptions of Corollary 6.2 can be considerably weakened if a different technique of proof is applied.

**Theorem 6.4.** Assume (6.17) together with

\[(6.33)\]
\[b(t) \uparrow \infty \; \text{as} \; \; t \to \infty,\]

\[(6.34)\]
\[\frac{a(t)}{b(t)} \uparrow \; \text{as} \; \; t \to \infty,\]

\[(6.35)\]
\[a'(a^{-1}(t)) \simeq a'(a^{-1}(s)) \; \text{if} \; \; t \asymp s,\]

\[(6.36)\]
\[b(a^{-1}(t)) \simeq b(a^{-1}(s)) \; \text{if} \; \; t \asymp s,\]

where \(a(t)\) be continuously differentiable on \((t_0, \infty)\) with

\[(6.37)\]
\[a'(t) = o(b(t)) \; \text{as} \; \; t \to \infty.\]

Then, as \(t \to \infty\), assertions (6.26)-(6.28) retain.

**Example 6.2.** There are still situations in which the assumptions of Theorems 6.2 and 6.4 are not fulfilled, but yet a strong law of large numbers may be available. Consider, for instance, a sequence \(\{Z_n, \; n \geq 1\}\) satisfying

\[
\frac{Z_n}{\log n} \to 1 \quad \text{a.s.}
\]

as \(n \to \infty\), and assume a rate of convergence therein, e.g.

\[
\limsup_{n \to \infty} \left| \frac{Z_n - \log n}{b(n)} \right| \leq B,
\]

with some nonrandom constant \(B > 0\). Let the function \(\{b(t), \; t > 0\}\) be such that, for any \(A > B\),

\[a_\pm(t) = \log t \pm Ab(t)\]

have inverse functions (say) \(a_\pm^{-1}(t)\) satisfying

\[a_\pm^{-1}(t) = e^t \pm o(e^t)\]
as $t \to \infty$. Then the SLLN for \{\(N_t, \; t \geq 0\)\} retains, i.e.

\[
\lim_{t \to \infty} \frac{N(t)}{e^t} = 1 \quad \text{a.s.}
\]

The proof is similar to that of Theorem 6.4 by dividing \(N(t) = \sum_{n=1}^{\infty} I\{Z_n \leq t\}\) into four subseries according to the conditions $n \leq a_+^{-1}(t)$, $a_+^{-1}(t) < n \leq e^t$, $e^t < n \leq a_-^{-1}(t)$, $a_-^{-1}(t) < n$. Details are omitted.

Note that the function $a(t) = \log t$ with $a^{-1}(t) = e^t$ violates conditions (6.10) and (6.35), so that neither Theorem 6.2 nor Theorem 6.4 is applicable in this situation. Nevertheless, a SLLN for the renewal process holds true.

Below we demonstrate possible applications of the above results. Some further examples can be found in [20].

**Example 6.3.** (Nonlinear renewal process: cf. [14], pp. 133-138)
Consider, as before, a sequence \(X, \{X_n, \; n \geq 1\}\) of independent identically distributed random variables with $\text{EX} = a > 0$, but set now $Z_n = S_n / \alpha(n)$, where $\{\alpha(t), \; t > 0\}$ is a positive, continuous function such that

\[
\frac{t}{\alpha(t)} \uparrow \infty, \quad t \uparrow \infty.
\]

For example, the first-passage time

\[
M(t) + 1 = \inf\{n : Z_n > t\} = \inf\{n : S_n > ta(n)\},
\]

$\inf \emptyset = +\infty$, is of some statistical importance in sequential analysis and plays a key role in what is called nonlinear renewal theory (cf., e.g. [30], [26]). Now, by Theorem 6.2, if $a(t) = ta/\alpha(t)$ with inverse function $a^{-1}(t)$ satisfying (6.10), then, as $t \to \infty$,

\[
\lim_{t \to \infty} \frac{M(t)}{a^{-1}(t)} = 1, \quad \lim_{t \to \infty} \frac{N(t)}{a^{-1}(t)} = 1, \quad \lim_{t \to \infty} \frac{L(t)}{a^{-1}(t)} = 1 \quad \text{a.s.},
\]

where $L(t), M(t), N(t)$ are as in (6.2)-(6.4).

If, additionally, $\text{E}|X|^r < \infty$ for some $1 < r < 2$, then, with $b(n) = n^{1/r} / \alpha(n)$, as $n \to \infty$,

\[
\frac{Z_n - \alpha(n)}{b(n)} = \frac{S_n - na}{n^{1/r}} \to 0 \quad \text{a.s.},
\]
so that, by Theorem 6.4,
\[
\lim_{t \to \infty} \frac{M(t) - a^{-1}(t)}{(a^{-1}(t))^{1/r}} = \lim_{t \to \infty} \frac{N(t) - a^{-1}(t)}{(a^{-1}(t))^{1/r}} = \lim_{t \to \infty} \frac{L(t) - a^{-1}(t)}{(a^{-1}(t))^{1/r}} = 0 \quad \text{a.s.,}
\]
as \( t \to \infty \) (cf. [14], Theorem 5.5 in Chapter IV).

7. Renewal theory and regular variation

It is a rare case in probability theory that an almost sure limiting behavior can effectively be studied "pointwise", that is, for individual \( \omega \)'s from a random set \( \Omega_1 \) with \( P(\Omega_1) = 1 \). The strong law of large numbers for renewal processes is such a case, since, as we shall see below, if \( \omega \) is such that the strong law of large numbers holds for the underlying partial sums, then \( \omega \) is also such that the strong law of large numbers holds for the corresponding renewal process. Before we give some exact results we collect some definitions introduced in the paper [1] by Buldygin et al.

**Definition 7.1.** Let \( f \) be a function such that \( \limsup_{t \to \infty} f(t) = \infty \). A function \( f^{(-1)} \) is called a quasi-inverse function for \( f \), if

\begin{enumerate}
\item \( f^{(-1)} \) is nondecreasing,
\item \( f^{(-1)}(s) \to \infty \) as \( s \to \infty \).
\item there exists \( s_0 \) such that \( f(f^{(-1)}(s)) = s \) for \( s \geq s_0 \).
\end{enumerate}

For any continuous function \( f \) with \( \lim_{t \to \infty} f(t) = \infty \), a quasi-inverse exists. One version of a quasi-inverse in this case is given by \( f^{(-1)}_1(s) = \min \{ t : f(t) = s \} \). Another version is \( f^{(-1)}_2(s) = \max \{ t : f(t) = s \} \). If \( f \) is not monotone, then \( f^{(-1)}_1 \) and \( f^{(-1)}_2 \) do not coincide. This shows that a quasi-inverse is not unique.

**Definition 7.2.** A function \( g \) is said to be of positive order of variation (POV) if
\[
\liminf_{t \to \infty} \frac{g(ct)}{g(t)} > 1 \quad \text{for all} \quad c > 1.
\]

Any regularly varying function \( g \) of positive order is POV. Any quickly growing function like \( f(t) = e^t \) is POV. On the other hand, any slowly varying function is not POV. In what follows such functions \( g \) appear as normalizations
in limit theorems. We require that they are POV, therefore the case of slowly varying normalizations is not covered by this approach.

**Definition 7.3.** Let \( \{x_n, \ n \geq 1\} \) be a sequence of real numbers. Put \( x_0 = 0 \). The function

\[
\hat{x}(t) = ([t] + 1 - t) x_{[t]} + (t - [t]) x_{[t]+1}, \quad t \geq 0,
\]

is called the (piecewise) linear interpolation of the sequence \( \{x_n, \ n \geq 1\} \).

**Theorem 7.1.** Let \( g \) be a function and let \( \{x_n, \ n \geq 1\} \) be a sequence. Assume that the function \( g \) is continuous, increasing, unbounded and POV. Assume that the sequence \( \{x_n, \ n \geq 1\} \) is such that

\[
\limsup_{n \to \infty} x_n = \infty.
\]

By \( \hat{x} \) we denote the linear interpolation of the sequence \( \{x_n, \ n \geq 1\} \). By \( \hat{x}^{(-1)} \) we denote a quasi-inverse function for \( \hat{x} \). Then

\[
\lim_{n \to \infty} \frac{x_n}{g(n)} = a \in (0, \infty) \implies \lim_{s \to \infty} \frac{\hat{x}^{(-1)}(s)}{g^{(-1)}(s/a)} = 1.
\]

Below we describe a typical application of Theorem 7.1 to renewal processes.

**Example 7.1.** Let \( \{S_n, \ n \geq 1\} \) be partial sums of nonnegative random variables \( \{X_n, \ n \geq 1\} \) such that

(7.1) \[
\lim_{n \to \infty} S_n = \text{infty} \quad \text{a.s.}
\]

Let a function \( g \) be given as in Theorem 7.1. Assume that the strong law of large numbers holds, that is

(7.2) \[
\lim_{n \to \infty} \frac{S_n}{g(n)} = a \in (0, \infty) \quad \text{a.s.}
\]

Denote by \( \Omega_1 \) the random event, where both (7.1) and (7.2) hold. Fix \( \omega \in \Omega_1 \). Starting from the sequence \( S_n(\omega), \ n \geq 1 \), construct its linear interpolation \( \hat{S} \) and then a quasi-inverse function \( \hat{S}^{(-1)} \) for \( \hat{S} \). Now, apply Theorem 7.1 with \( x_n = S_n(\omega) \) and obtain

\[
\lim_{n \to \infty} \frac{\hat{S}^{(-1)}(s)}{g^{(-1)}(s/a)} = 1
\]
at this point $\omega$. Finally, if \( \{N(t)\} \) is the renewal process constructed from the partial sums \( \{S_n, n \geq 1\} \), then

\[
\hat{S}^{(-1)}(t) \leq N(t) \leq \hat{S}^{(-1)}(t) + 1
\]

and therefore, at the point $\omega$.

\[
(7.3) \quad \lim_{t \to \infty} \frac{N(t)}{g^{-1}(t/a)} = 1.
\]

Since $\omega \in \Omega_1$ is arbitrary and $\mathbb{P}(\Omega_1) = 1$, the relation (7.3) holds almost surely.

The simplest case is given by a power function $g(t) = t^r$, $r > 0$. An application of the above reasoning to this case shows that, if

\[
\lim_{n \to \infty} \frac{S_n}{n^r} = a \in (0, \infty) \quad \text{a.s.,}
\]

then

\[
\lim_{t \to \infty} \frac{N(t)}{t^{1/r}} = \frac{1}{a^{1/r}} \quad \text{a.s.}
\]

In particular, if

\[
\lim_{n \to \infty} \frac{S_n}{n} = \mu \in (0, \infty) \quad \text{a.s.,}
\]

then

\[
\lim_{t \to \infty} \frac{N(t)}{t} = \frac{1}{\mu} \quad \text{a.s.}
\]

In the case of independent identically distributed random variables \( \{X_n, n \geq 1\} \), the latter result coincides with (2.6).

**Other renewal processes.** The approach described above works well for other functionals of partial sums. The renewal process defined in (2.1) is only one of them.

Another one is

\[
F(t) = \min\{n : S_n \geq t\}.
\]

For every $t \geq 0$, $N(t)$ describes the last time, when the random walk belongs to the set $A = (0, t)$, while $F(t)$ is the first moment when the walk exits from the set $(0, t)$.

These definitions can be extended to the case of an arbitrary sequence or function. Let $f$ be a continuous function. The functionals we define below
depend on the underlying function \( f \), but we omit \( f \) in the notation, since it will be clear to which function the functionals correspond to. Define

\[
F(t) = \inf \{ s : f(s) \geq t \} = \inf \{ s : f(s) = t \},
L(t) = \sup \{ s : f(s) \leq t \} = \sup \{ s : f(s) = t \}.
\]

Another functional of interest is the time spent in the set \((0, t]::

\[
T(t) = \text{meas}\{ s : f(s) \leq t \} = \int_0^\infty \mathbb{1}(f(s) \leq t) \, ds,
\]

where "meas" is the Lebesgue measure and \( \mathbb{1}(A) \) is the indicator of a set \( A \). The fourth functional of interest is \( M \) constructed from the monotonization \( \tilde{f} \) of \( f \), i.e. \( \tilde{f}(t) = \max_{0 \leq u \leq t} f(u) \). Then

\[
M(t) = \sup \{ s : \tilde{f}(s) \leq t \} = \sup \{ s : \tilde{f}(s) = t \}.
\]

It is clear that

\[
F(t) \leq M(t) \leq T(t) \leq L(t).
\]

The functional \( M \) is an obvious analog of the renewal process \( N \). The reasoning of Example 7.1 of applies to both \( F \) and \( L \), and therefore for \( M \) and \( T \), too.

An application to stationary sequences. The results above apply to random limits as well. Let \( X_n, -\infty < n < \infty \), be a strictly stationary sequence of random variables such that \( \text{E}[|X_0|] < \infty \). Let \( \mathcal{F} \) be the \( \sigma \)-algebra of shift invariant events and let \( \text{E}[X_0|\mathcal{F}] \overset{\text{def}}{=} a > 0 \) with probability one. Put \( S_n = X_1 + \ldots + X_n \). Then

\[
\frac{S_n}{n} \to a \quad \text{a.s.}
\]

Applying an appropriate extension of Theorem 7.1 we derive that

\[
\lim_{s \to \infty} \frac{F(s)}{s} = \lim_{s \to \infty} \frac{N(s)}{s} = \frac{1}{a} \quad \text{a.s.,}
\]

where the functionals \( F \) and \( N \) are constructed from the sequence \( \{S_n\} \) as explained above and \( a \) may be random. The same result holds for the time spent by the sequence \( \{S_n\} \) below a certain level.
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