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A PROOF OF THE GENERALIZED HADAMARD
INEQUALITY VIA INFORMATION THEORY

E. Klafszky and P. Kas (Budapest, Hungary)

The generalized Hadamard inequality is considered in this paper. The new
proof presented here is motivated by the idea of mutual information of random
variables. For a strict algebraic proof see e.g. [3].

Let T be and m X n matrix of real numbers and denote its column vectors
with t1,t2,...,t,. Let the set of column indices J ={1,2,...,n} partitioned into

sets Ji,Jo, ... Jp,thatst,r‘lJJ—@fon;éJ, UJ;,_J LetTk_{t :j € i}

Assume that the vectors t; € T} are linearly mdependent fork=1,2,...,p. Now
the generalized Hadamard inequality can be stated as follows.

Theorem.

det(T*T) < det(TyT1)det(T3Ts) . . . det(T:T,)

and equality holds iff T;T; = 0 for all i # j. (A* stands for the transpose of the
matriz A).

Note that if p = n and T} = {t1},T> = {t2},...,T = {tn} then the assump-
tion says that ¢; # 0 for all j and the theorem states the well-known version of the
Hadamard inequality, that is

det(T*T) < tit}...t2

and equality holds iff ¢f¢; = 0 for all i # ;.
Our proof goes through a couple of remarks.

Remark 1. Consider a real-valued function f(z),z = (z1,z2,...,2,). Let
the set of indices J = {1,2,...,n} be partitioned into sets Jq,...,J,. After a
proper rearranging of the components 1, z3,...,z, we can split the vector z into
subvectors z1,z3,...,z, such that z; contains the components z;,j € Jr. With
this notation f(z) = f(z1,z2,...,%,). Assume that
(1) f(z:l,zg,.. ,&p) >0 (21,22,...,2,) € IR,

00

(i1) f f(z1,22,...,z,)dz1dzy .. . dz, = 1.

—CX)
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Assumptions (i), (ii) obviously hold for a density function of an n-dimensional
random variable. Introducing the functions

00 0
fk(zk)z/.../f(zl,zg,...,zp)dzl...da:k_ldzk.,.l...dz,,, k=1,2,...,p
0 —o0
we have - -
/.../fk(:ck)d:ck-_-l k=1,2,...,p
o0 -0
and

[oe] (o]

/.../f(zl,zg,...,:c,,)log fz1,22 -, 2,) dzidz,...dz, > 0.

fi(z1) fa(z2) .. . fo(z))

— 00

Here equality holds iff f(zi,z2,...,2,) = fi(z1)f2(z2) ... fo(z,). The latter in-
equality plays an important role in our discussion and is well-known in information
theory (Shannon lemma). It can be proved from the fact that

1
lothl—? for t >0

and equality holds iff t = 1.

Remark 2. Consider a matrix T for which all assumptions incurred in the
theorem are valid. Then the n x n matrix 7*T is positive definite, symmetric and
can be partitioned as follows.

T | T7Ts | .. | 4T,
TT | 3T | .| T3,
T =" ; -
T | 1T | .| ToT,

With this T*T let us consider the function
(17) —_ 1 1 = “(T*T -1
9=) = 57 Gy P\~ T e )

g(z) is the density function of an n-dimensional random variable with Gauss dis-
tribution. Obviously

9(z)>0 ze€R",
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oo (oo}
/ / g(z)dz = 1.
-0 —00
Let us partition the components of z into subvectors z;,z3,...,z, according to

the partition Jy, Js,...,J, of the column indices {1,2,...,n}. One can show by
evaluating the integral (see e.g.[1]) that

[o o] (=]

gk(zk) = / .../g(zl,zz,...,z,,)d:cl...dzk-ldzkH...d:c,,:

— 00 — 00

1 1 * * -1
= wlJel/2 (det(Tk‘Tk))l/ZexP( - zk(Tk Tk) Ek)

where | Ji | denotes the cardinality of the set Ji.

Remark 3. Evaluating the integrals one can easily check that

00 o]

/.../g(zl,::;;,...,z,,)log 9(21,22, .-, 2p) dzidzy...dz, =
—00 By

91(z1)92(x2) - - . 9,(2p)

oo oo

= / .../g(zl,zg,...,x,,)logg(zl,z'g,...,z,,)dxldzg...dzp—

_kz::(]o"'—z gk(zk)loggk(xk)d:ck) =

1 o

1 det(TT1)det(T3Ty) . . . det(T;T,)
3 % det(T°T) ‘

Now applying the inequality of Remark 1 to g(z) states that the integral above is
non-negative, and equals zero iff

i | 7T, | ... | T°T, TP, 0] ...]0
T | T | .| 127, 0 [Ty .| 0
T | T | | T2T, 0 0 | ... 17,
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Hence the theorem is proved.

Corollary. Let us consider a positive definite symmetric matrix C of size
n x n. Take a partition of indices J = {1,2,...,n} into the sets Jy, J,,...,J, and
denote the submatrix of elements c;; ¢ € Ji, j € J; with C;. Then

det(C) < det(C11)det(Caz) . . . det(C,)

and equality holds iff Cx; = 0 for all k # [. To prove the corollary it should
be noted that according to Cholesky’s factorization theorem for every positive
definite, symmetric matrix C = T*T with a suitable non-singular matrix 7. Then
the theorem directly applies.
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