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1. Assumptions and procedures of the method

Consider the initial value problem
(1) Y =f(xy), 0=x=x=1 and y(0) =y,

We assume that f:(x,—«, x,+2)X R—R is defined and continuous
with its first r derivatives, where a> 1.
Forg = 0,1, ..., r we define fl91 by the algorithm:

for = f,
9

0
a1 = 7 fla-11 4 -2 fla-11,
/ axf fayf

We remark that the derivatives of y, the solution of (1), can be expressed
by the help of f19! as follows:

yo(x) = flm (x, y(x).
We also assume for |x—x,| <« and v, y;, ¥,€R

&) [0, )l =M, ¢=0,1,...,r
and the Lipschitz condition
(3) If[q](x) )’1) f[q](x’ yz)l SLlyl_y2|7 q = 0) lr MRS r

where L and M are some constants.
Consider the interval O=x=1 and define the mesh 4 by

A:0 =X<X;<Xy<...<X,<Xp41<...<X, =1

and let
Xep1—X%X, =h, k=0,1 ..., n-1

The modulus of continuity of y"*1 is denoted by w,.
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Choosing the required positive integer m (the order of the error to be
achieved), we define the function approximating the solution of (1) as Sa(x)
givenby:

) SAx) = S0 = SPiea)+ [ £(t, SVt
Xk
where x,=x<X,,, k=0, 1, ..., n—1 and $7(x,) = y,.

The following m iteration processes are considered in the above formula
4) forx,=x<x,,;andk =0,1, ..., n—1:

[q] gtm
(5) S0 = S + ZO / (x(q +,)‘(x"?) —x,)0,

(6) SP(x) = SI™(xe) + f f(6,SE70ydt, j=1,2,...,m

2. Error estimations and convergence

The exact solution of (1) can be written in the following forms, for
X,=X=Xx,,,andk =0,1, ..., n—1:

f (x ’yk) +1 f (t »}’(t )) r+1
© (x)—v(xk>+q§0 g ST

where y, = y(x,) and x, <& <X,

®) ¥ = v+ [ 11t y0lar
Xk
If we denote for x, =x<x,,,

[SEP0) ~y()| = e(x) and  S{(xk) — y(xe)) = e
then (6) and (8) together with the Lipschitz condition give

e@)=e+ L [ S5 0(t) —pt)dt =ex+ L [ {000yl +

Xk Xk

+L f lf[tzr Sffm—Z)(tz)] — [ty y(t5)] %dtz}dl‘lS L=
Xk

lm-1

m— lL]h X
<ekz — —+L" f j T f ESiO)(tm)_y(tm):dtm' : dtl

Xp XL Xi
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Using (5) and (7) and y@(x) = fla-11(x, y(x)), it is easy to prove that

Lt —x, )t (h)
(0)(t"l) (t ) =€ +Le S ("1 5 + ’

R PR PR TR R
Thus, for ¢, = Lel if L>1and ¢, = ¢ if L=<1, it is easy to get the following
inequalities for x,=x=x,,:

e(x) = |S{m(x) — y(x)| = e (1 +coh) + (__f‘f__l,.)Twr(h)hmwﬂ

)r+l.

and consequently

(1 + o= ey i1+ g+ — 2o (1 )
(m+r+ 1)

m
e (T + e =eo(1 + coh)itt + —— L ——o (AT +1(1 4 ¢ h)k
(m+r+1)

and ¢, = 0 gives

© S0 = 0l = LT st 3 (1 ey
(m+r+ 1) j=o

and thus we have proved the followmg theorem.

Theorem 1. Let y(x) be the exact solution of (1). If Si(x) given in (4) is
the approximate solution, then the inequality

|94() =y ()| = cyeon () B 7
CLm(en—1)

holds for all x€[0, 1], where ¢, = ———
colm+r+1)

and ¢, = Lel if L<1, and
¢ =¢ if L=l. (O

Theorem 2. The inequalities

g+ 1
:QH Ax )“ P V(x)l<‘2")r(h)hm+'+1 if m=1,
bdat! S da+t ) I+ . _
:d‘éﬂl W(x) — e V(X)|_L,w,( ) if m=
hold for all x€[0, 1] and allq = 0,1, ..., r,wherec, = (n+r4+1)c;. 03

Proof. From (4) and (8), using the Lipschitz condition we get

[ q+1 | |
d' huey Sa(x)—— - ;5L|Srf-m~1)(t1)—y(m_l)(tl)\
s I

and applying theorem 1, taking into consideration m—1 instead of m, it is
easy to complete the proof. ]
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Theorem 3. The error by which S (x) fails to satisfy the differential
equation (1) is given by the inequality

S(X) = f(x, Sa(x))| = ey, (h)hm +7 =1
which holds for all x€[0,1] where ¢, = Lc;+c¢,- 00

Proof. Adding and substracting 3’(x) and using Theorems | and 2,
it is easy to prove Theorem 3. O
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