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1. In [I] W. G. Hwang and J. Todd suggested some new points of

view for the computation of the value Ya (a=1). Itis known that for the
calculation of Ya we can use the classical Newton’s method for the equation

fi¥):=x*—a=0.

In this case the iterative process
X1 = [x +2 ]
n+l T AT T
2 xll

is given. In the above mentioned paper the authors recommend the
a
Jox): = 1-——? =0
X

and the
fiix): =x*—ax =0

equations, from which we get the following iterative processes:

N X,(3a —x2)
n+1 —
2a
and
2x3
Xntr =
: 3x2—a

Considering we use the Newton’s method, the order of convergence is quad-
ratic.

It can be seen that the functions fy(x), f,(x) mentioned above, can be written
in the following forms:

. I
fHX) = —(-ua)
S x2
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and

(%) = x(x2—a).
Now we try to substitute the functions J;and x by asuitably chosen auxiliary
x-
function g(x)>0 so that
1. @(x) f(x) = 0 should be equivalent to the equation f(x) = 0.

2. the error of one step should be as small as possible. Further on a class of
functions, @(x, 1) will be taken. The Newton’s method for the equation
p(x, 2) f(x) = Ois
() MR Y)Y [ B

‘px(x) A) f(X) - <p(x, A) f(x)

Considering the requirements 1. and 2. and the (1.1) we suggest the class of
functions

plx, A): =e** (A=0).

We want to determine the parameter Aso that the difference x, — Ja should be
as small as possible, where x, is the first value obtained by computation. Let’s
take the equation

(1.2) e~*x(x2—a) =0 (a=1)
and use the Newton’s method, with any initial value x,>Va and approxi-
mate }a by a monotone decreasing sequence. Suppose the relation

2x
x2—a

(1.3) A<

is valid. The error of the new approcimation x; will be minimal when the po-
sitive correction

2 _
(1.4) _Xo—a
2xg — M(x% —a)

will be as large as possible.
Be

___X-a
2x — A(x%—a)
an iterative function. From the Lagrange’s formula we get
xl_VE= Alx(&; )‘) (XO_VE) ’
where Ya=t=x,. Supposing that

(1.6) 0<Al(x, <1, x€[Va, x,]

(1.5) A(x, ) :=x
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we get
]/(1<X1<,\‘0,

i.e. X, is a better approximation for the value ya than x,. From (1.6) and
(1.3) we get

(L.7) Y] x€[Va, x,]-

<
2x + V202 +a)
In order to make A independent from x let us take its upper bound

(1 8) /10 L= min -— L—; .
x€[Va, %) 2X+ V20 +a)

The expression defined by (1.8) is minimal in the interval |} a, Xo | if x = x,.
Considering (1.4) we want to choose a ““large’” value for 2; if
O0<i<iy
we propose
- 1
1.9 A=-——</
(1.9) 2x, ’

because it can be calculated very easily.
Returning to the solution of the equation (1.2) there is an obvious initial value
X, The function being on the left side of (1.2) is convex in the interval

[_ -, 2;@1] if 2= —. So the choice

2 a
(1.10) Xo: =4
is a suitable initial value because
- 1 1
1.11 A==
(11D 2¢ Va

2. In the first paragraph we dealt only with the numerical calculation
of the root of the equation fi(x): = x2—a = 0. Let’s now consider the ques-
tion more generally. Be x* a simple root of a function f(x) for which the re-

lations
f'(x)=0
2.1 f(x)=0
(F700)— £7(x) £(x)>0

are valid for x€[x*, x,]. To solve the equation f(x) = O let’s use the itera-
tive method

(2.2) X1 = AlXn 4)
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generated by the function

: fx)
2.3 Ax, 1) = x————F——,
*3) A = A

where the relation
(2.4) 0<1<%, X€(x*, x,]
X

is valid for the parameter 2. We intend to construct a monoton decreasing
sequence {x,}-x*. A sufficient condition for the convergence of the method is
given by the inequality

0<Alx, H)<I,
from which and from (2.4) we get
_ PR
FE+VIP )~ 7

x€(x*, x,] -

Let’s denote

- inf ()
xe(st, %] S )+VEFP () - F() fx)

the upper bound for the values of the parameter 4. Considering that the error
of the approximation x{® calculated by the method (2.2) will be small if the
correction member

(2.5) 2

o —xip — 0
F o) =1 (x0)

is large, we have to choose the value 7 near the bound 2,. It can be seen that
the method (2.2) is more efficient than the Newton’s one where 2 = 0.

The order of the convergence of the method (2.2) is 2, because it is the New-
ton’s method for the solution of the equation

e=** f(x) = 0.

1. Conclusion:
If the computation of the

(2.6) 2:= inf Jx)
x€(x*, xo] 2f7(x)

or

@.7) o

A= ,
2f7(x0)
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when f”(x)=4, x€(x* x,], is'not too complicated we suggest to use (2.2),
method with the fix value 2,(2) for the solution of the equation f(x) =0,
wherever f(x) satisfies the conditions (2.1). In this case the relation

A - .
X, —xBr=x,— x4,

is valid step by step for the values x{), determined by the (2.2) and x,,,,
determined by the Newton’s method. One multiplication and one subtraction
at each step are the operational plus request of the suggested method.

2. Conclusion:

The choice of the parameter # by (2.6) is interesting from theoretical point
of view. We can observe, that using the function

()

2.7 Ax): = -
2.7 x): =3 700)
instead of 7 in the iterative method exactly the

: fx)
2.8 AX): = x --
(2.8) (X): =x . Y

" 2 f)

iteratjve function is given. Varying the value of 4 at each step according to
(2.7) we get, as a result of this optimizing efforts a third order convergent method,
the “osculatory’ (in the literature usually “tangential”’) hiperbola method
generated by (2.8) from the second order convergent Newton’s method.
It is remarkable from the optimization point of view we can’t find an optimal
second order convergent method.

3. In this paragraph we try to increase the convergence using a correcti-
on member in the numeral of the iterative function.

Be

(30) Xns1 = A(xn' .“‘)

generated by the function

(3.1) AR, p) : = X_M
J(x)

where the parameter u is positive and the function f(x) is characterized by
the relations (2.1) in an environment of x* a simple root of f(x). We want to
construct a monoton decreasing sequence {x,} converging to x*. Using the
inequalities

(3.2) 0= AL, u)<1
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to assure the convergence we get an upper bound for the parameter p:

(3.3) < D) :
20/ (x) = f"(x) f(x)

In order to minimize the difference

xXe(x¥ x,].

- (0 x¥ = f(xo)+#f2(xo)
X8 = -
J(xo)
we have to choose a large value for the parameter u.
Be
(3.4) = inf /')

" xeeen ol 2000 () — 1700 J(0)

and observing that the relation

=y
is true, where

(3.5) i = inf L9
xe(x*, xo] 2(f)? (x)

we suggest to choose the value u(z) the iterative function (3.1), [where

with the same § as in the 2. paragraph].

Ui = ———
C2f)2 %, .
Varying the value of parameter u at each step by the function
uy: = L0
2(f)? (v)
we get the iterative function
(3.6) A@:=x-dW 1 T0/®
fe 2 (P
It is known that (3.6) generates the method of “osculatory’’ parabolas.

The iterative method generated by (3.1) can be regarded as the Newton’s
method for the equation of

@(x, u) f(x) = 0
where
1

I+ufx)

So we have the same conclusion from the point of view of the optimization
as at the end of the paragraph 2.

w(x, p) =
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Remarks:

1. The computer experiences show the efficiency of (2.2) and (3.0). The
improving processes are advantageous especially in the starting period of
the iteration process, where the values of f(x) are large. If the initial value x,
is too far from x* then the improving process reduces the number of the steps
of the iteration greatly.

2. Analysing the conditions (2.1) we get the relation

f(x)s% e?

(D=0; c=1) for the function the root of which is iterated using the improving
processes.
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